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Abstract

Environmental monitoring has become a typical application of wireless sensor networks. The concept of monitoring certain Points of Interest (PoIs) instead of the whole sensor field helps in reducing the costs of the deployment and improving the performance in terms of coverage. However, the problems of multiple PoI discovery, coverage and data report are still solved separately and there are no works that combine the aforementioned problems into a single deployment scheme. In this work, we present a novel approach for mobile sensor deployment, where we combine multiple PoI discovery and coverage with network connectivity preservation in order to capture the dynamics of the monitored area. Furthermore, we derive analytical expressions for circular movement parameters and examine the performance of our approach through extensive simulation campaigns.
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1. Introduction

Wireless Sensor Networks (WSN) have become a part of modern everyday life since they can provide information such as temperature, humidity, presence and movement detection through one or many sensing modules (static or mobile wireless sensors) deployed over the area of interest. WSN have received a lot of attention over the last decade above all in improving the deployment quality [14, 25], self-organization [11, 31], energy efficiency [19], communication aspects [34, 35], and the overall reliability and security [7]. A typical application of WSN is environmental monitoring. The sensors have to be deployed and placed on strategic locations to monitor the area of interest. In many cases, monitoring the whole area might be unnecessary. Therefore, monitoring some points of interest increases the sensing performance and reduces the deployment cost. Controlled mobility of sensors adds a new design primitive that needs to be carefully exploited [33]. When sensors have motion capabilities, monitoring only some PoIs instead of the whole area also permits time dependent coverage.
Very often environmental monitoring applications require the knowledge of both the position of the PoI to cover and the characteristics of the monitored area. Obtaining all the necessary information about the environment is not an easy task, especially if the dynamic nature of the observed processes is taken into account. Furthermore, combining PoI coverage with the connectivity of each sensor with the data sink is a challenging problem in mobile sensor deployment. In this work, we address a mobile sensor deployment algorithm that combines environment and PoI discovery along with coverage and connectivity preservation. However, the PoI discovery and coverage are opposing demands if the same set of devices is used for both operations. In order to maximize the PoI coverage in the field of interest, mobile sensors have to self-deploy in a certain manner and to adjust their positions according to the placement of PoIs that need still to be discovered, which excludes the application of any standard environment exploration technique.

To the best of our knowledge, there are very few works that combine PoI discovery and coverage with connectivity preservation. Recent works focused on multi-objective mathematical models to determine the best placement of mobile nodes for different tasks [20, 27]. In [4], authors analyze mobile sensor movement on a circular path with the goal to cover the set of predefined PoIs that lay on the same path, but the position of the PoI is assumed to be known and the approach cannot be used for the multi-path problem (that introduces multiple movement paths and data sink). In [24], authors investigate the problem of collaborative area monitoring using both static and mobile sensors. They tackle the problem of unknown area exploration and coverage as well as introducing the connectivity issue. However, their focus is on a distributed algorithm for mobile sensors’ path planning in order to improve the area monitoring in the way that these mobile sensors sample the areas that are least covered by the stationary sensors and move to the “suspicious” areas on stationary sensor demand in autonomous manner. A preliminary work aiming at three objectives together is [13].

In this work, we propose a novel approach that integrates the three mentioned objectives into one simple distributed sensor deployment scheme. Our approach is based on the continuous and variable speed movement of mobile sensors, which follow concentric circular paths to explore and cover the field of interest. By constantly moving, sensors execute the environment discovery task and, by adjusting the movement velocity, they satisfy the constraints on PoI coverage and connectivity with the data sink. The algorithm that runs on all the mobile sensors is distributed and introduces a new technique of velocity calculation based on the information available from the sensors in one-hop neighborhood. The contribution of this work is twofold:

- we derive analytical expressions for mobility parameters under the constraint of circular movement with the purpose of discovering and covering several PoI, while maintaining intermittent but bounded connectivity with the data sink;
- we evaluate the approach by extensive simulation campaigns in different simulation scenarios.

The rest of the paper is organized as follows: General assumptions and basic approach principle are presented in Section 2. The mathematical analysis of circular movement on concentric paths and the relationship of connectivity constraints between
sensors and PoI coverage are presented in Section 3. The performance of our scheme is evaluated in Section 4. Section 5 overviews some of the related works. Conclusions are drawn in Section 6.

2. General assumptions

2.1. Motivating application and assumptions

Constant improvements in mobile sensor technology allows us to use different types of mobile sensors. In recent years flying drones are more and more used in military and civil applications for environmental monitoring. Interesting property of this type of mobile devices is that they consume approximately the same amount of energy while moving or staying still. Thus, it is possible to develop different dynamic deployment strategies for different types of expected coverage [37].

By using this kind of mobile sensors (which we also refer to as sensors and flying drones) that are able to move freely and without energy consumption constraints, we present a novel approach to solve the aforementioned problems by varying the velocity of the mobile device. We assume that the static sink and mobile nodes are placed or dropped in the field of interest and since the sink is static, it is considered as the center of concentric paths that will be followed by mobile sensors.

Mobile sensor velocity is calculated in a distributed manner and it is a function of the available information about PoIs, sensor characteristics and network topology. Our mobile sensor movement scenario is based on concentric circular paths with the data sink in the barycenter (Figure 1). Mobile robots move by following the predefined paths. We use circular movement for the sake of simplicity, but the approach can be used under the assumption of different closed curve configuration like ellipsoidal or hexagonal curves.

We assume that no global knowledge concerning the PoIs is available and that sensors are able to deploy themselves in order to get to their starting positions on the circular paths before the main algorithm execution. Regarding the starting positions, we analyze two cases: configuration with only one sensor per path and configuration with multiple sensors on the path.

The primary goal of our deployment scheme is the coverage of multiple PoIs in the field of interest whose positions are not known at the beginning of the deployment. By moving on the concentric paths, mobile sensors achieve PoI discovery, multiple PoI coverage and connectivity with the data sink. In the following section we define basic terminology and notation used in the remainder of the paper.

2.2. Formal definitions

To formally describe the deployment and coverage model of a sensor $S$, we use the Unit Disk Graph (UDG) network model [9], where sensor’s communication and sensing ranges are represented with $r_c$ and $r_s$, respectively. Without loss of generality, we assume that $r_c > 2r_s$ (Figure 2(a)). The ratio between the communication and sensing range, $r_c/r_s$, is referred to as path density ($D_L$).
Figure 1: Mobile sensors ($S_i$) follow the concentric circular paths and cover the PoIs ($P_i$). Node $S$ represents the data sink.

**Definition 1.** The path is the closed curve that is followed by mobile sensors, denoted by $L_n$, where $n$ represents the number of the path or path level. Paths $L_n$ and $L_{n+1}$, as well as $L_{n-1}$ and $L_n$, are called neighboring paths.

In order to ease the calculation process, without loss of generality, we assume that all the paths are circles. The distance between neighboring paths is set to $2r_s$, since this distance allows the sensors on neighboring paths to cover the area in between without overlapping (Figure 2(b)). The distance of the first path from the sink is set to $r_s$. Therefore, the distance of all the points of the path $L_n$ from the barycenter is $d_n = (2n - 1)r_s$ and the path length is $l_n = 2d_n\pi = 2(2n - 1)r_s\pi$.

**Definition 2.** The stripe is the annulus referred to as $\xi_n$, $2(n - 1)r_s$ and $2nr_s$ are its inner and outer radius, respectively. It represents the region covered by the sensor that moves following the path $L_n$, with the area $4(2n - 1)r_s^2\pi$.

**Definition 3.** The Point of Interest (PoI) is the point in the area of interest where the event occurs (denoted by $P_i$ in general case), defined with its polar coordinates: the distance from the data sink $r_p$ as the radial coordinate and the angle from the predefined direction $\Theta_P$ as the angular coordinate.

We assume that there is an unknown number of PoIs in the area of interest, and that the PoIs are placed in unknown locations ($r_{p_i}$, $\Theta_{p_i}$). Moreover, without loss of generality, we assume that all the PoIs have equal dynamics of alternation between active and dormant states, described by the period of alternation $T_p$. A specific PoI is considered to be covered if it lays within the sensing range $r_s$ of a sensor for a period of time greater than $T_{\text{sens}}$, that is the period of time in which a sensor can get all the
necessary information about the event occurring at the PoI. After the information about
the PoI is retrieved by the sensor, it has to be transferred to the sink in a multi-hop
fashion. Similarly to $T_{sens}$, we define $T_{comm}$ as the period of time necessary to provide
successful communication between two sensors. We assume $T_{sens} > T_{comm}$.

Due to the PoI dynamics, it is necessary to transfer the PoI data from a sensor
to the sink as fast as possible, and therefore, we introduce the critical period of time
$T_{data}$, in which the information about the PoI should be delivered to the sink from the
sensor. The complete network is considered to be connected if all the messages from
the sensors containing PoI information are transferred to the sink with a delay lower
than $T_{data}$. In order to capture all the information regarding the PoI, a mobile sensor
has to cover it with period lower than the period of PoI’s dynamics $T_p$.

In the rest of the paper, the sensor moving on the path $L_n$ will be referred to as
sensor $S_n$ or $n^{th}$ sensor. Moreover, sensors following neighboring paths are referred to
as neighboring sensors.

In the following section, we analyze the dynamics of circular movements, as well
as we investigate the interactions among the mobile sensors.

3. Circular movement analysis

In order to formally describe the movement of the sensors and the conditions of
their interconnection, we first need to determine the angle between the barycenter and
the positions of two sensors in the moment when they enter (or exit) each other’s commu-
nication range ($\Theta_{comm}(n,m)$, shown in Figure 3(a)).
Lemma 1. The difference between angular coordinates of sensors on paths $L_m$ and $L_n$ ($n > m$) in the moment of entering (or exiting) each other’s communication range, denoted by $\Theta_{\text{comm}}$, is expressed as:

$$\Theta_{\text{comm}}(n, m) = \arccos \left( \frac{(2m - 1)^2 + (2n - 1)^2 - D_L^2}{2(2m - 1)(2n - 1)} \right)$$

\begin{proof}
The application of the cosine law to the triangle $SS_mS_m$ gives that $r_c^2 = ((2m - 1)r_s)^2 + ((2n - 1)r_s)^2 - 2(2m - 1)(2n - 1)r_s^2 \cos \Theta_{\text{comm}}(n, m)$. Therefore, it is possible to deduce the expression for $\Theta_{\text{comm}}(n, m)$.
\end{proof}

In the case of sensors on neighboring paths, where $m = n - 1$, $\Theta_{\text{comm}}(n, m)$ can be simplified to $\Theta_{\text{comm}}(n)$, as presented in Equation 2. Figure 3(b) is the plot of function $\Theta_{\text{comm}}(n)$ for sensors on different paths (from path 2 to 5, since the sensor on first path is constantly connected to the data sink) and 3 arbitrarily chosen path densities ($D_L \in \{2, 2.5, 3\}$). It is clear that an higher path density permits a larger sensor movement while preserving the connection with the communicating sensor on the neighboring path.

$$\Theta_{\text{comm}}(n) = \frac{4n^2 + 1 - D_L^2}{4n^2 - 1}$$

Further in the text $\Theta_{\text{comm}}(n)$ is used for the calculation of minimal inter-contact time between mobile sensors on neighboring paths. In the following section, we analyze sensor velocity, $v_{\text{comm}}(n)$, during the communication, inter-contact period of time $T_{\text{inter}}(n)$ for both cases of movements, in the same and in opposite directions, $T_{+\text{inter}}(n)$ and $T_{-\text{inter}}(n)$, respectively, and PoI coverage velocity $v_{\text{sens}}(n)$.

3.1. Movement in the same direction

In general case, sensors move at their maximal movement velocity $v_{\text{max}}$, and eventually slow down in the case of contact with other sensors or PoIs. Therefore, in order
to satisfy the given communication period $T_{comm}$ and keep the connectivity, sensors in mutual contact have to travel at the communication velocity $v_{comm}(n)$. If the calculated velocity is greater than cruising velocity $v_{max}$, then the sensor keeps $v_{max}$ as the movement velocity, otherwise it slows down to a velocity $v_{comm}(n) < v_{max}$.

**Lemma 2.** In order to satisfy the minimum communication period $T_{comm}$ during the movement on paths $L_n$ and $L_{n-1}$, sensors must limit their maximal velocity to:

$$v_{comm}(n) = \frac{(2n-1)(2n-3)r_s\Theta_{comm}(n)}{T_{comm}}$$

(3)

**Proof.** Let us consider the movement of the sensors in the same direction on paths $L_n$ and $L_{n-1}$. In order to satisfy the $T_{comm}$ constraint, they have to move with velocity $v_{comm}(n)$. Thus, their angular velocities are $\omega_n = \frac{v_{comm}(n)}{(2n-1)r_s}$ and $\omega_{n-1} = \frac{v_{comm}(n-1)}{(2(n-1) - 1)r_s}$. The condition for keeping the connection between the sensors is $w_{diff}T_{comm} = 2\Theta_{comm}(n)$, where $w_{diff} = w_n - w_a$. Therefore, the maximal movement velocity that allows both sensors to keep their connection during the period $T_{comm}$ is given in Equation 3.

After the communication with sensor $S_{n-1}$ is done, sensor $S_n$ restores the maximal velocity $v_{max}$ in order to minimize the inter-contact time with sensor $S_{n-1}$.

**Lemma 3.** Under the assumption that sensors move at velocity $v_{max}$ after losing their connection, the needed time to establish a new connection is:

$$T_{\text{inter}}^+(n) = \frac{(2n-1)(2n-3)r_s}{2v_{max}} (2\pi - \Theta_{comm}(n))$$

(4)

**Proof.** Inter-contact time can be calculated by using the difference in neighboring sensors’ angular coordinates, in other words, inter-contact time is the time needed to lower the sensors’ angular difference to the value of $\Theta_{comm}(n)$. Neighboring sensors $n$ and $n-1$ are both moving in the same direction at the velocity $v_{max}$, thus their angular velocities are $\omega_n = \frac{v_{max}}{(2n-1)r_s}$ and $\omega_{n-1} = \frac{v_{max}}{(2(n-1) - 1)r_s}$, respectively. The inter-contact time $T^+_{\text{inter}}(n)$ is the time needed for a sensor moving at the angular speed $w_{diff} = w_{n-1} - w_n$ to travel the angle $2\pi - \Theta_{comm}(n)$. Since $w_{diff} = 2v_{max}/((2n-1)(2n-3)r_s)$, then $T^+_{\text{inter}}(n) = (2n-1)(2n-3)r_s(2\pi - \Theta_{comm}(n))/2v_{max}$. □

Figure 4(a) shows the inter-contact time as a function of the number of path involved, for 3 different maximal movement velocities that are chosen arbitrarily. As a consequence of the longer distance that sensors on higher paths have to travel and the nature of the movement in the same direction in the same linear velocity, inter-contact periods are unacceptably high.

### 3.2. Movement in opposite directions

To lower the inter-contact period, we use movement in opposite directions on neighboring paths. Since the connection time between two sensors on neighboring paths should be at least $T_{comm}$, in this case, their velocity should be lower or equal to $v_{comm}(n)$, where $v_{comm}(n)$ in this case is calculated similarly to Lemma 2:
Intercontact time [s]

Path level

v = 1 m/s
v = 2 m/s
v = 3 m/s

(a) Movement in the same direction.

(b) Movement in opposite directions.

Figure 4: Inter-contact time for sensors on neighboring paths in the case of single sensor per path.

\[ v_{\text{comm}}(n) = \frac{(2n - 1)(2n - 3)r_s\Theta_{\text{comm}}(n)}{4(n - 1)T_{\text{comm}}} \]  

(5)

Following the reasoning from the proof of Lemma 3, we derive the inter-contact time for the opposite direction movement for sensors on neighboring paths (Figure 4(b)):

\[ T^+_{\text{inter}}(n) = \frac{(2n - 1)(2n - 3)r_s(2\pi - \Theta_{\text{comm}}(n))}{4(n - 1)v_{\text{max}}} \]  

(6)

3.3. Multiple sensors on the path

Further step in lowering the inter-contact time is the case where multiple sensors are placed on the same path (at equidistant positions). Similarly to Equations 4 and 6, we derive the expressions for inter-contact time, both for movements in the same (Equation 7) and in the opposite directions (Equation 8), for the case where there are multiple sensors deployed on a circular path. It is worth noting that sensors on the same path always move in the same direction, differences in direction are related to the sensors on neighboring paths. The inter-contact time as a function of path number for different movement velocities is shown in Figure 5(b).

\[ T^-_{\text{inter}}(n) = \frac{(2n - 1)(2n - 3)r_s(2\pi - \Theta_{\text{comm}})}{4(n - 1)v_{\text{max}}} \]  

(7)

In case of possible contact between the sensors following the same path, hence the sensors that move in the same direction, the sensor that senses its neighboring sensor from the same path lowers the speed thus increasing the distance between them and avoiding the collision.
Figures 4 and 5 show significant decrease in neighboring sensor inter-contact time in the favor of movement in opposite directions with multiple sensors on a path, therefore we consider this scenario in approach evaluation (Section 4).

3.4. Detection of a PoI

Similarly to the case where the sensors interconnect, a sensor detecting the PoI has to change its movement velocity in order to satisfy the condition for $T_{\text{sens}}$.

Lemma 4. Depending on the PoI distance from the path $L_n (d_p)$, the angular coordinate difference $\Theta_{\text{sens}}$ for the case when the PoI is on the boundary of the sensing range is:

$$\Theta_{\text{sens}}(n) = \arccos \frac{(d_n + d_p)^2 + d_n^2 - r_s^2}{2d_n(d_n + d_p)}, d_n = (2n-1)r_s \tag{9}$$

Proof. Similarly to the proof of Lemma 1, we consider the case with a sensor $S_n$, the base station $S$ and the PoI $P_i$. Applying the law of cosines to the triangle $S P_i S_n$ gives that $|S_n P_i|^2 = |SS_n|^2 + |S P_i|^2 - 2|SS_n||S P_i| \cos \Theta_{\text{sens}}(n)$. Since $|SS_n| = (2n-1)r_s$, $|S P_i| = (2n-1)r_s + d_p$, $d_p = r_P - (2n-1)r_s$ and $|S_n P_i| = r_s$, it is therefore $r_s^2 = ((2n-1)r_s + d_p)^2 + ((2n-1)r_s - d_p)^2 - 2(2n-1)r_s((2n-1)r_s + d_p) \cos \Theta_{\text{sens}}(n)$. $\square$

Lemma 5. The maximal velocity of sensor movement needed to satisfy the sensing period $T_{\text{sens}}$ is:

$$v_{\text{sens}} = \frac{2(2n-1)r_s \Theta_{\text{sens}}(n)}{T_{\text{sens}}} \tag{10}$$

Proof. The length of the path that sensor $S_n$ can travel while covering $P_i$ is $l = 2\Theta_{\text{sens}}(n)(2n-1)r_s$. Satisfying $T_{\text{sens}}$ as the sensing constraint, the maximal movement velocity during the PoI sensing is, therefore, $v_{\text{sens}} = l/T_{\text{sens}}$. $\square$
It is worth noting that if a sensor has to choose between several values for its actual movement velocity, it chooses the smallest value, which is also the least energy consuming.

4. Approach evaluation

In this section we evaluate the deployment properties illustrated with the PoI discovery, network connectivity and network coverage results. The simulator used is WS-Net, event driven simulator for large scale wireless networks [43]. Table 1 provides the parameters that are used in simulations. In all the simulations we test three different movements velocities: 1, 2 and 3m/s. Values for $T_{comm}$ and $T_{sens}$ are arbitrarily chosen and set to 2s and 3s respectively.

The positions of PoIs are chosen randomly in the given circular area, which gives the specific PoI distribution on circular paths as shown in Figure 7(a). For the simulations we take into the consideration the multiple sensor case. Specifically, we use 15 sensors placed on the paths as follows: one sensor is placed on the first, two on the second, three on the third, four on the fourth and five sensors on the fifth path. For the

<table>
<thead>
<tr>
<th>$r_s$ [m]</th>
<th>$r_c$ [m]</th>
<th>$T_{comm}$ [s]</th>
<th>$T_{sens}$ [s]</th>
<th>$T_{data}$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>$v_{max}$ [m/s]</td>
<td>Area [m²]</td>
<td>Duration [s]</td>
<td>Number of sensors</td>
<td>Number of PoIs</td>
</tr>
<tr>
<td>1, 2, 3</td>
<td>2500π</td>
<td>600</td>
<td>15</td>
<td>50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pol distance [m]</th>
<th>0 – 10</th>
<th>10 – 20</th>
<th>20 – 30</th>
<th>30 – 40</th>
<th>40 – 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path level</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>
sake of clarity, Table 2 provides the reader with the relation between the PoI distance from the data sink and its covering sensor path level.

Sensors on the same path are distributed equidistantly in the beginning of the deployment, however, these distances change due to the contact with other sensors and PoIs in the field. Figure 7(b) shows the average, minimal and maximal distances between sensors on different paths.

4.1. PoI discovery

The PoI discovery is the first property of our proposed movement scheme. We measure the time needed to discover all the PoIs in the field of interest and compare it with the random walk approach, with the same number of sensors and their initial placement. In each simulation run, 50 PoIs are randomly deployed in the field with the area of 2500πm², while the maximal sensor movement velocity varies from 1 to 3 m/s for both random walk and our circular paths approach.

Figure 8 represents the percent of PoIs discovered after a certain time, which gives the measure of the reactivity of the network. It shows that our approach (Figure 8(a)) outperforms the random walk approach (Figure 8(b)), and that all the PoIs are discovered after $t = 35s$ and $t = 56s$ for $v_{max} = 3m/s$ and $v_{max} = 1m/s$, respectively. Random walk approach achieves the 99% coverage after 384s, but fails to discover all the PoIs in the field during the simulated period of time.

4.2. Network connectivity

After the PoI information has been captured, sensors deliver this information to the sink node by passing it to the neighboring sensor on lower path. Thus, the message delivery time can vary depending on inter-contact time between communicating sensors on neighboring paths and their initial placement on the path. Figure 9(a) shows the average message delivery time for different movement velocities when the distance
Discovered targets [%]
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(a) Circular path approach
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Figure 8: Percent of PoIs discovered after a certain time for both approaches and different movement velocities.

The way to observe network connectivity is to evaluate the complete PoI discovery from the PoI and the sink varies. Step-wise delivery function that depends on distance reflects the effect of different sensors on discrete levels.
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\( v = 3 \text{ m/s} \)

(a) PoI information delivery time

(b) Percent of reported PoIs

Figure 9: PoI information delivery time and the percent of reported PoIs to the sink node for circular path approach.

The way to observe network connectivity is to evaluate the complete PoI discovery from the sink node’s point of view. In contrast to Figure 8, the PoI is considered as discovered only when the report about it arrives on the sink node. Figure 9(b) shows that the time needed to report the information about the whole field is 118s for \( v_{\text{max}} = 1 \text{ m/s} \) and 66s for \( v_{\text{max}} = 3 \text{ m/s} \).

Another way to evaluate the connectivity of the sensors with the sink, and thus the
connectivity of the complete network, is to verify the fraction of lost messages due to the expiration of the message lifetime timer $T_{data}$. In this set of simulations, we observe the message loss with relation to the PoI distance from the sink (Figure 10(a)) and the overall message loss during the simulation time (Figure 10(b)) for different values of $T_{data} \in \{20, 25, 30, 35, 40\}$. Figure 10(a) shows that fourth and fifth level sensors are critical for all the values of $T_{data}$, where the message loss reaches 17% for $L_4$ and 45% for $L_5$. The maximal movement velocity is assumed to be $v_{max} = 3 \text{m/s}$.

The relation between the overall message loss and $T_{data}$ is presented in Figure 10(b), from which we can deduce the minimal value of $T_{data}$ needed to obtain the message delivery to the sink node with certain message loss threshold. Furthermore, we provide the expressions for overall average $l_{avg}$ and maximal message loss $l_{max}$, that can be used for message loss prediction for a given $T_{data}$ (Equation 11).

$$l_{avg} = 906.679 e^{-\left(\frac{T_{data}}{5.1541}\right)}$$

$$l_{max} = 608.074 e^{-\left(\frac{T_{data}}{6.4732}\right)}$$

4.3. PoI coverage

The PoI coverage is evaluated by analyzing the PoI update periods and the overall coverage time (depending on the PoI distance from the sink). The update period is the time interval between two consecutive detections of the same PoI. Figure 11 shows the comparison of PoI update period with relation to PoI distance from the sink, for both random walk and circular scenario. It is worth noting that our approach achieves short update periods. Thus, the frequency of PoI visits and reactivity of the whole network increase. It is also worth noting here that PoIs included into consideration are only discovered PoIs (that means all the PoIs for our approach, and only a fraction of all the PoIs for the random walk approach).

Local maximums in the Figure 11(a) are the update periods for the PoIs located on the edge of sensors’ sensing range. Lower PoI update periods, in the same figure, come

![Figure 10: Message loss related to $T_{data}$ in circular path approach.](image-url)
from PoIs located next to the center of the path described by the sensors. The update time for the random walk approach (Figure 11(b)) increases with the PoI distance from the sink node. Low update periods for PoIs located close to the sink are the result of the sensors that move randomly and thus statistically more often traverse the central area of the region of interest.

Figure 12 presents the PoI coverage evaluation, the percent of time spent while covering the PoI with relation to the PoI distance from the sink for three sensor movement velocities, $v_{\text{max}} \in \{1, 2, 3\}$. Due to the $T_{\text{sens}}$ condition for covering the PoIs on the edge of the path, other PoIs are covered longer since the covering sensors covers them at the same time as the PoI on the edge. This case results in local maxima shown in Figure 12(a). Coverage time for all the PoIs is the highest for the highest movement speed, $v_{\text{max}} = 3\, \text{m/s}$. Random walk approach coverage decreases with the PoI distance from the sink, as opposing to the update period graphs. It is worth noting that the fraction of discovered PoIs during the simulation time in the random walk approach is lower than that in the circular path approach.

The percent of time covered also depends on the number of PoIs in the field of interest. This relation is shown in Figure 13(a) for circular paths and Figure 13(b) for random walk approach. Figures show that the percent of time spent in PoI coverage decreases as the number of PoIs increases due to the number of PoIs that need to be processed during the movement. Higher PoI density requires slower sensor movement and thus produces the output similar to the movement with lower velocity (shown in Figure 12).

5. Related works

Our work covers three different operational phases of Mobile Wireless Sensor Networks, specifically exploration of the sensor field and discovery of the Points of Interest
(PoI), monitoring of and data gathering from the PoIs, connection with and data reporting to the Base Station. In this section we analyze only the most recent works referred to these three main issues.

5.1. Discovery

The exploration of a geographical area by a group of autonomous agents looking for Points of Interest has been widely studied in the literature of robotics. In fact, many variations of this task have already been considered. For sake of synthesis we will mention only few works from the extensive literature in this area, in order to highlight
the placement of the discovery phase of our approach. The basic difference of our approach with respect to the existing works is that, in our case, mobile devices exploit their communications capabilities to coordinate in order to fully explore the area and proceed covering the assigned area with no need of further formation control. In literature we can find works aiming at the same purpose by using a single mobile robot, as in [30], where the authors propose an energy-efficient technique to determine the trajectories to choose in order to minimize the total travelled distance. Of course, also more sophisticated works have been presented for the PoI discovery task. In these works the number of mobile devices is higher and coordination issues arise. Usually, in the robotics community, communication capabilities are seen as an unnecessary and unwanted supplement of the basic devices’ facilities, as in [18] and [28], where robots do not have any communication facility to exploit, and in [21] where also the perception capabilities of the devices is restricted. Few works consider the possibility for the nodes to communicate and exchange useful information, as in [15], but even in these cases the communication is limited and relayed by a central unit. In our work, the mobile devices use their communication capabilities during all the phases of the algorithm, both to coordinate during the initial formation control and to relay the information about the monitored events towards the base station. Furthermore, robotics works on formation control, please refer to [42] for a survey, assume continuous communications among the devices are necessary in order to support the formation control, on the contrary, in our work we assume that devices communicate only at the beginning of the discovery phase, in order to coordinate, to avoid overlaps of their coverage areas and to distribute on the whole field.

5.2. Connectivity

We refer to the third phase of our scheme with the term connectivity, because we investigate both theoretically and by simulations the impact of devices mobility on connection times. More precisely, we are interested in evaluating the performance of both the upper layer parameters, through the measurement of the communication delay between each node and the base station, and the one-hop communication, such as the inter-contact time among neighboring nodes. A lot of efforts have been already produced on Delay Tolerant Networks (DTN) when mobility of nodes is taken into account. In [40], authors show that mobility increases connectivity in k-hop clustered networks, and significantly improves the network lifetime and the power-delay trade-off. As usual when authors aim at demonstrating some interesting properties achieved by letting nodes move, the mobility follows one of the classical schemes, specifically the random walk mobility model with non trivial velocity. Instead, in our work, we assume that nodes can control their mobility according to surrounding conditions. Even in [16], authors show the positive impact of mobility on the determination of delay-throughput trade off in MANET. Even in this case, nodes’ mobility is restricted to movement around nodes’ own home-points. In [32], the mobility is controlled and nodes move from the initial configuration towards a spatial distribution that increases the network’s throughput capacity and decreases the mean-service delay of packets. A similar approach is used in [10] to determine the optimal placement in terms of energy consumption by virtualizing nodes’ movements. In these works, upon the determination of the optimal placement, nodes do not have to move further. In our case, the
coverage of the area requires nodes to keep moving for the whole network lifetime. Please refer to [17] for the survey on sensing coverage and network connectivity in WSN.

### 5.3. Coverage

The coverage and monitoring of a PoI, an area of interest or the whole sensor field is a subject covered from both the ad hoc and sensor and the robotics community by using different approaches and by focusing on different aspects. While the ad hoc and sensor community considers devices such as sensors and actors, whose task computational and execution capabilities are limited, but have the possibility to communicate with each other in wireless, the robotics community takes into account smarter devices and assumes that communications do not have a basic importance in achieving the coverage of the area. Since the topic has been extensively treated by both the communities in recent years, we will focus on the efforts produced by the ad hoc and sensor community, which are more relevant for our work. In [8], [37] and [44], authors survey coverage path planning algorithms for mobile robots, movement strategies for improving network coverage and general strategies and techniques for node placement, respectively. They propose to classify works according to the targeted coverage. Specifically, *full coverage* aims at cover completely the field by geographically distributing sensors and actors on the entire field according to same technique in order to continuously monitor the field. In this group of works, [29] combines computational geometry and graph theoretic techniques to determine the optimal polynomial time worst and average case algorithm for coverage calculation; in [22] the number of sensor to deploy is achieved in order to guarantee k-coverage of the fields at all times and maximize the lifetime; in [26], authors propose an algorithm of topology control, by varying the radius of the sensing range in order to maintain the coverage of the whole field when the network topology varies. The last cited work considers a limited mobility of the nodes, in [38] and [41], mobile nodes are used to extend the capability of a static sensor network. Authors of [39] and [45] use mobility of the nodes in a more extensive way, in fact they propose sensor deployment and target localization, respectively, by using virtual forces. Our approach also considers a large use of mobile nodes as the last two cited works, but the main difference is in the algorithm that drives nodes movements, we do not use virtual forces in order not to limit the mobility of nodes only to the attraction-repulsion mechanisms. The second group of works regards the *barrier coverage*, which is the formation of a barrier through sensors movements to monitor a specific area, usually a strip. Since our work differs substantially from the barrier coverage, we mention only [23], which proposed the first theoretical study of this problem and [6] that contains an interesting localized algorithm. In our work, we are more interested in PoI coverage and area coverage, which has been treated in literature through the usage of static nodes, as in [5] and [36] that organize the network by using clusterization and set covers to improve its lifetime. When a PoI (or an area of interest) does not need to be covered at all the time and is time-variant, the problem can be classified as *sweep coverage*. Robotics community also considered the sweep coverage, for example in [2]. Basically, sweep coverage allows nodes to move on the field, because the requested coverage of a PoI is limited in time. In [25], authors propose a theoretical study to prove that the determination of the minimum number of required sensors is...
NP-Hard and propose three variants of an algorithm that solves the sweep coverage problem. In respect of the last cited work that focuses only on the coverage part, we propose an algorithm that aims not only at covering the time-variant PoIs but takes into consideration also the discovery phase and the data report to the base station.

5.4. Discovery, connectivity and coverage combined

Finally, we analyze few works that present a combination of the mentioned objectives. The swarm intelligence community is very active in coordination of mobile agents by mimicking natural systems. This methodology is useful for making nodes perform the exploration of the field while they maintain connectivity with each other [12]. Usually for these purposes, hybrid network architectures are considered, as in the cited paper that uses two kinds of mobile robots: wheeled and flying. In our work, we assume to use homogeneous devices which are not specialized in a specific task. In a less recent work, the problem of achieving full coverage of a field while preserving 2-connectivity¹ among the nodes is considered [1]. As it is clear, the final objective is the deployment of the nodes, therefore further movements of the nodes after the optimal placement is achieved, are not considered. At last, we report a work from the robotics community that considers PoI discovery and coverage of the network [3]. The discovery phase is performed by mobile robots and driven by a network of radio beacons which assists the robot(s) also during the coverage. On the contrary, our scheme does not consider any additional pre-deployed hardware for achieving the same objectives.

6. Conclusion

In this work we proposed a novel approach to integrate PoI discovery, multiple PoI coverage and data report to the sink. Our motivation for this work is the application of flying mobile sensors for the environmental monitoring, where there is a need to gather as much information as possible while covering the events that occur in the field of interest. By constantly moving, sensors execute the environment discovery task, and by adjusting the movement velocity, they satisfy the constraints regarding the PoI coverage and \( T_{\text{data}} \) connectivity with the data sink in order to report the PoI data. We have analyzed the effectiveness of the proposed approach analytically and have provided extensive simulation results to prove the feasibility of our concept.

Future work on this topic will be based on different mobile sensor deployment algorithms and topologies that can be deduced from the proposed one. Furthermore, we will include more realistic network models along with the implementation on real mobile sensors.
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