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Abstract

The aim of transfer learning is to improve the performance of learning
models in the target domain by transferring knowledge from the related
source domain. However, not all data instances in the source domain are
reliable for the learning task in the target domain. Unreliable source–domain
data may lead to negative transfer. To address this problem, we propose a
novel strategy for selecting reliable data instances from the source domain
based on evidence theory. Specifically, a mass function is formulated to mea-
sure the degree of ignorance and reliability of the source domain data with
respect to the learning task in the target domain. By selecting reliable in-
stances with low degree of ignorance from the source domain, the domain
adaptation of the transfer learning models is enhanced. Moreover, the pro-
posed data-selection strategy is independent of specific learning algorithms
and can be regarded as a common preprocessing technique for transfer learn-
ing. Experiments on both simulated and real-world datasets validated that
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the proposed data selection strategy can improve the performance of various
types of transfer learning methods.

Keywords: Machine Learning, Transfer learning, Evidence theory,
Dempster-Shafer theory, Belief functions

1. Introduction

Although machine learning has achieved excellent performance in many
practical applications (Liang et al., 2021), challenges in real-world scenarios
remain. The ideal scenario for machine learning is an abundance of labeled
training instances that have the same distribution as the test data. However,
collecting sufficient labeled training data is often expensive, time-consuming,
and unrealistic in many scenarios. Transfer learning (TL) has been proposed
to address the limitation of labeled data in transferring knowledge across
domains. (Iman et al., 2023; Ajith & Gopakumar, 2023; Jiang et al., 2022).
The primary objective of TL is to enhance or expedite learning tasks in
the target domain by acquiring knowledge from a related but not entirely
identical source domain. TL has been successfully applied in various fields,
including visual object recognition (Sohn et al., 2023; Öztürk et al., 2023),
text classification (Gupta & Jalal, 2022; Guo et al., 2020), medical image
analysis (Yu et al., 2022; Kora et al., 2022) and machine translation (Zhao
et al., 2020), etc.

In transfer learning, the source and target domains typically share some
data and knowledge. Through this data sharing and knowledge transfer, the
model can leverage information from the source domain to better understand
and adapt to the data in the target domain. To obtain as much shared knowl-
edge between the source and target domains as possible, the consistency be-
tween the distributions of the two domains should be increased. Many trans-
fer learning methods, such as transfer component anaysis (TCA) (Pan et al.,
2010), correlation alignment (CORAL) (Sun et al., 2016), geodesic flow kernel
(GFK) (Gong et al., 2012), joint distribution adaptation (JDA) (Long et al.,
2013b), balanced distribution adaptation (BDA) (Wang et al., 2017) and
scatter component analysis (SCA) (Ghifary et al., 2017), adopt distribution-
matching metrics to learn a highly consistent common feature space for both
the source and target domain data. In addition, in deep transfer learning
approaches, fine-tuning pre-trained strategies have been used a means to re-
duce the gap between the source and target domains(Subramanian et al.,
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2022; Zhong et al., 2023).
Most TL methods consider shared feature representations, model param-

eters, or even relationships between tasks, overlooking the presence of unreli-
able instances in the source-domain data. In fact, the source domain includes
noisy data, as well as data unrelated to the target domain task that arise
from domain differences, such as data noise and label noise caused by incom-
plete data observations, limitations of the underlying measurement devices,
and subjectivity in data labeling. These unreliable data have a high degree of
ignorance regarding the learning task in the target domain. Thus, knowledge
transfer based on unreliable data instances from the source domain may have
a negative impacts on TL, referred to as negative transfer(Zhang et al., 2023).
Specifically, unreliable data in the source domain aggravate the discrepancy
with the target domain and influence the feature transformation and the
model training in TL (Raghu et al., 2019; Mustafa et al., 2021; Sariyildiz
et al., 2023; Yosinski et al., 2014; Yang et al., 2023). For example, in the
classification transferred from ImageNet to medical images, some images in
ImageNet are incompatible with medical images, leading to negative transfer
impacts in the medical image classification (Morid et al., 2020; Shang et al.,
2019; Xie et al., 2021). Some researchers have used the transferred AdaBoost
strategy to measure the importance of the source domain data instances for
domain adaptation (Dai et al., 2007; Yao & Doretto, 2010; Li et al., 2022;
Xu et al., 2020), however, integrating this strategy into other TL methods is
difficult.

To address this problem, we propose a general strategy based on evidence
theory (Dempster, 1967; Shafer, 1976; Denœux et al., 2020) for selecting
reliable data instances from the source domain for transfer learning. This can
be viewed as a pre-processing technique that can be easily integrated into
the TL process. Figure 1 illustrates the strategy of selecting reliable data
instances from the source domain in a transferred binary classification task.
By comparing Figure 1(a) and Figure 1(b), we observe that by removing the
outliers in the source domain, the classifier constructed on the source domain
adapts better to the target domain.

As an effective tool for uncertainty analysis, it is natural to use evidence
theory to measure the reliability of data instances in TL. Specifically, the
mass function in evidence theory is adopted to represent the degree of igno-
rance and reliability of the source domain data with respect to the learning
task in the target domain. By selecting reliable instances from the source
domain, the adaptation of the transfer learning models to the target domain

3



Figure 1: The domain adaption improvement of the transferred classification brought by
removing the unreliable data instances from the source domain.

can be enhanced. The proposed instance selection strategy is independent
of specific learning algorithms and can improve the performance of various
types of transfer learning methods. The contributions of this study are sum-
marized as follows.

� For each source domain data instance, we construct an evidence set
according to its neighborhood in the target domain and the evidence
set can be decomposed into subsets of classes and individual evidences.

� Through decomposing the evidence set, we formulate the mass func-
tion with multilevel evidences to measure the ignorance degree and
reliability of source domain data with respect to the target domain.

� With the reliability measure, we implement an algorithm to select re-
liable data instances from source domain to improve the transferred
classification.

The rest of the paper is organized as follows. We review the related work in
Section 2. Section 3 introduces the strategy for selecting reliable source do-
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main instances for transfer learning. Section 4 presents experimental results
with transfer learning methods. The conclusion is given in Section 5.

2. Related Work

In this section, we briefly review the previous works on transfer learning
and evidence theory that are related to our work.

2.1. Transfer Learning

According to literature surveys (Zhang & Gao, 2024; Zhuang et al., 2020),
most TL methods can be roughly organized into instance-based method,
feature-based method, classifier-based method, and deep learning-based method.

Most instance-based methods assign the weights to data instances of
source domain in the cost function. The weights can be estimated by fea-
ture distribution matching across different domains. Jiang & Zhai (2007)
proposed an intuitive instance weighted method, which calculate the distri-
bution difference between source and target instances by four parameters.
Dai et al. (2007) proposed a TrAdaBoost to tune instances weights based
on Boosting algorithm. Huang et al. (2006) and Chu et al. (2013) utilize
the kernel mean matching (KMM) to calculate the weighting for reducing
the difference between source domain and target domain. Long et al. (2014)
proposed the Transfer Joint Matching (TJM) method by minimizing the
maximum mean discrepancy (MMD). Yan et al. (2017) proposed a weighted
maximum mean discrepancy (WMMD) for transfer learning.

Feature-based methods transform each original feature into a new feature
representation for transfer learning. The objective is to learn a new feature
representation with some distribution matching metrics between source and
target domains. Pan et al. (2010) firstly proposed a transfer component anal-
ysis (TCA) by introducing the marginal maximum mean discrepancy (MMD)
with projection as the loss function. The joint distribution adaptation (JDA)
proposed by Long et al. (2013b) further introduced the conditional MMD on
the basis of TCA, such that the cross-domain distribution alignment be-
comes more discriminative. Gong et al. (2012) proposed a geodesic flow
kernel (GFK), in which the geodesic flow kernel was used to model the do-
main shift by integrating an infinite number of subspaces. Sun et al. (2016)
proposed a simple but efficient correlation alignment (CORAL) by aligning
the second-order statistic (i.e. the covariance) between source and target
distributions instead of the first-order metric.
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Classifier-based methods focus on classifier adaptation that can learn
a generic classifier by using labeled source domain and few labeled tar-
get domain. Yang et al. (2007) proposed an adaptive support vector ma-
chine(ASVM) for classification task of target. Duan et al. (2009) proposed
a multiple kernel learning (MKL) for transfer learning. Liu et al. pro-
posed a decision-level combination method for multi-source domain adap-
tation based on Dempster-Shafer theory. Long et al. (2013a) and Cao et al.
(2018) proposed ARTL and DMM that used manifold regularization based
structural risk and MMD minimization MMD between domians for classifier
training. Wang et al. (2018) proposed a domain-invariant classifier MEDA
in Grassmann manifold with structural risk minimization, while performing
cross-domain distribution alignment of marginal and conditional distribu-
tions with different importances. Gholami & Pavlovic (2017) proposed a
probabilistic latent variable model (PUnDA) for unsupervised domain adap-
tation, by simultaneously learning the classifier in a projected latent space
and minimizing the MMD based domain disparity.

For the deep TL methods, fine-tuning pre-trained networks are common
strategies (Bengio, 2012)(Donahue et al., 2014), which utilize a well-trained
CNN on a large data set (e.g., ImageNet) as the base model and transfer it
to the target domain to fine-tune weights. As recently reported in a review
by Cheplygina et al. (2019), ImageNet data set is the most commonly used
data set for TL-based medical image analysis. However, some studies (Raghu
et al., 2019; Mustafa et al., 2021) have found that fine-tuning with the Im-
ageNet data set does not significantly increase the performance of networks
on medical tasks. Their some experiments suggest that domain mismatch
between ImageNet data set and medical images inhibits domain adaptation.

The above-mentioned methods take into account shared feature represen-
tations, model parameters, and even relationships between tasks. However,
they overlook the presence of unreliable instances in source domain data. If
we can remove these unreliable data, it can further enhance the performance
of transfer learning methods.

2.2. Learning with Evidence Theory

Evidence theory can be considered as a generalized probability (Demp-
ster, 1967; Shafer, 1976; Denœux et al., 2020). It is based on the repre-
sentation of elementary pieces of evidence by belief functions, and on their
combination by a specific operator referred to as Dempster’s rule. Based
on this view, Den}oeux and his collaborators first combined evidence theory
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with machine learning and design some supervised and unsupervised algo-
rithms that can solve the problem of imprecise information to improve the
robustness of algorithms. Such as, Evidential K-NN classification (Denœux,
1995; Denœux et al., 2019; Gong et al., 2023; Su et al., 2020), Evidential
Linear Discriminant Analysis (Quost et al., 2017), Evidential logistic regres-
sion (Denœux, 2019, 2024), Evidential Neural Network Classifier (Tong et al.,
2021; Zhou et al., 2023) and multiple evidential clustering algorithms (Cam-
pagner et al., 2023). In this section, we recall the definitions of mass function
and Dempster’s rule.

Let Ω = {y1, y2, . . . , yc} be a finite set that includes all possible answers
in a decision problem and the elements of a set are mutually exclusive and
exhaustive. In classification tasks, Ω is the label space. We denote the power-
set as 2Ω and the cardinality of power-set of Ω is 2Ω. The mass function m
is a mapping from 2Ω to the interval [0,1] satisfying the following conditions,

∑
A∈2Ω m(A) = 1

m(∅) = 0
(1)

where m(A) represents a share of a unit mass of belief allocated to subset
A ⊆ Ω, and which cannot be allocated to any strict subset of A. In clas-
sification problems, m(yk) can be interpreted as the degree of support that
instance belongs to class yk. m(Ω) can be interpreted as a degree of igno-
rance about the classification. For example, consider a classification problem
in which the classes are colors. The label space is Ω = {red, green, blue}.
The power-set is 2Ω = {∅, {red} , {green} , {bule} , {red, green} , {red, blue},
{green, blue} ,Ω} and Ω = 3, 2Ω = 8. The quantitym(green|x;E) represents
a possibility that instance x belongs to the green class based on evidence E,
while m(Ω|x;E) represents the degree of uncertainty, which represents the
probability that the color of instance x cannot be determined based on evi-
dence E.

Dempster’s rule is an operator that enables the aggregation of indepen-
dent pieces of evidence. Suppose we have two mass functions, denoted as m1

andm2, which are derived from independent sources of evidence. These mass
functions can be effectively combined using Dempster’s rule to construct a
new mass function, represented as m1 ⊕m2, defined as follows:

(m1 ⊕m2) (A) =
1

1− κ

∑
B∩C=A

m1(B)m2(C), (2)
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where A ⊆ Ω signifies a subset of the finite set of possible answers within Ω,
with the stipulation that A is not an empty set. (m1 ⊕m2) (∅) = 0, ensuring
that an empty set receives zero belief. ⊕ represents the combination operator
of Dempster’s rule. κ quantifies the degree of conflict between m1 and m2,
defined as:

κ =
∑

B∩C=∅

m1(B)m2(C). (3)

The κ value reflects the extent to which the two pieces of evidence, m1 and
m2, are in disagreement or conflict with each other. It can also be thought
of as a normalization factor.

To provide a practical illustration related to the previous discussion:
Imagine we possess two pieces of evidence concerning the color of an ob-
ject. Mass function m1 could represent the belief degree based on one source
of evidence, while m2 might depict the belief degree stemming from another
source of evidence. By applying Dempster’s rule, we can combine these two
belief functions to generate a new one, denoted asm1⊕m2, which conveys our
updated belief regarding the object’s color. The degree of conflict between
these two evidence sources, represented by κ, quantifies the extent to which
these sources are in disagreement. This combination of evidence empowers
us to make more informed decisions or assessments in situations involving
multiple sources of evidence.

3. Selecting Reliable Instances for Transfer Learning

This section begins by introducing the measurement of data reliability
based on evidence theory and provides an example of its calculation process
using binary classification. Secondly, a data selection strategy is constructed
based on this reliability measurement approach. Finally, we demonstrate the
effectiveness of the selection strategy.

3.1. Estimating Reliability of Instances Based on Evidence Theory

Evidence theory is a generalized form of Bayesian theory for describing
subjective probabilities, and its fundamental probability assignment is com-
pleted by the mass function. The mass function m(·) evaluates elements of
the power set of the discriminant framework Ω and has the ability to directly
express ignorance and uncertainty. In the case of classification tasks, Ω rep-
resents the label space, and the mass function is used to assign membership
possibilities to subsets of categories. Among these, the mass function m(Ω)
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assigned to the entire label space indicates that all category labels have the
same likelihood, which can be considered as the uncertainty of data in the
classification task.

If an instance xs comes from the source domain Ds, Ω is the category
space of the target domain, and the evidence set Φ is constructed from the
target domain Dt, then m(Ω|xs; Φ) can be interpreted as the uncertainty of
xs regarding the classification results in the target domain. This uncertainty
can measure the reliability of the source domain instance regarding the target
domain task in the context of transfer learning. A largerm(Ω|xs; Φ) indicates
lower uncertainty about the classification results of xs in the target domain,
indicating higher reliability. Based on this, evidence sets are established for
each data instance in the source domain based on the labeled data from the
target domain, and the mass function m(Ω|x; Φ) is constructed to measure
the reliability of source domain instances regarding the target domain task.

Given a source-domain instance xs, its evidence set Φ ⊂ Dt consists
of the similar instances from target domain and can be formulated as a
neighborhood surrounding xs. Suppose Φ = {e1, e2, · · · , el}, the elements in
the evidence set are l target-domain instances similar to the source domain
instance xs. To ensure the validity of the evidence set, the discrepancy
between a source-domain instance and the elements of its evidence set should
be small. Motivated by this, we design the objective function of obtaining
an evidence set for a source-domain instance xs as

Φ = argmin
Φ′

f(xs,Φ′), (4)

in which function f(·) measures the discrepancy between xs of source domain
and the evidence set Φ in a reproducing kernel Hilbert Space (RKHS)H. f(·)
is defined as

f (xs,Φ) =

∥∥∥∥∥ψ (xs)− 1

|Φ|
∑
e∈Φ

ψ(e)

∥∥∥∥∥
2

H

, (5)

where ψ : X 7→ H is the feature mapping, |Φ| is the cardinality of evidence
set Φ. In this paper, we use the radial basis function kernel K(·, ·) for feature
mapping to construct the kernel Hilbert space,

K (e, xs) = ψ(e)Tψ (xs) = exp
(
−γ ∥e− xs∥2

)
, (6)

where ∥e− xs∥ is the Euclidean distance between e and xs and γ is a scaling
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parameter. The function f(·) can be rewritten as

f (xs,Φ) =

∣∣∣∣∣ 1

|Φ|2
∑

ei,ej∈Φ

K (ei, ej)−
2

|Φ|
∑
e∈Φ

K (xs, e)

∣∣∣∣∣. (7)

The objective function of Equation (4) to obtain the evidence set can be
specified as

Φ = argmin
Φ

∣∣∣∣∣ 1

|Φ|2
∑

ei,ej∈Φ

K (ei, ej)−
2

|Φ|
∑
e∈Φ

K (xs, e)

∣∣∣∣∣. (8)

The optimal evidence set Φ in Equation (8) can be solved by greedy search
in the labeled target domain.

For a source-domain instance xs, based on its evidence set Φ from target
domain, we can further decompose Φ and refine the mass function to imple-
ment the transferred classification of xs. Given c classes, we decompose the
evidence set Φ into different classes,

Φ = {Φ1, . . .Φk . . . ,Φc}, (9)

Φk = {ek1, . . . ekl} is the evidence subset in which all the target domain
instances have the class label yk, ekl is the lth element in the evidence subset.

Figure 2: Formulating mass function based on evidence set

In Figure 2, the decomposition of the evidence set Φ is presented by a
tree, the middle nodes of tree represent the evidence subsets of classes and the
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leaf nodes denote the elements in the evidence subset. Through decomposing
the evidence set, we can adopt Dempster’s rule to refine the mass function
m(·|x; Φ) with multilevel evidences for the transferred classification as

m(·|x; Φ) =
⊕
Φk⊆Φ

m (· | xs; Φk) =
⊕
Φk⊆Φ

(⊕
e⊆Φk

m (· | xs; e)

)
. (10)

In the mass function, we focus on the mass of xs belonging to a class or
ignorance, which can be hierarchically calculated based on evidence set de-
composition. At the fine-grained evidence level, given an element e in a
evidence subset, we compute the mass of xs belonging to the class yk and its
ignorance mass as

m (yk|xs; e) = exp (−d (xs, e)) , (11)

m (Ω|xs; e) = 1− exp (−d (xs, e)) , (12)

wherem (Ω|xs; e) reflects the ignorance degree of xs according to the evidence
e, m (yk|xs; e) represents the possibility that xs belongs to class yk, d(·) is a
distance metric that is defined by

d (xs, e) = K (xs, xs)− 2K (xs, e) +K (e, e) . (13)

Using Dempster’s rule to combine the masses under single evidence e ∈
Φk, we can obtain the masses of xs under the evidence subset Φk.

m (yk|xs; Φk) =
⊕
e∈Φk

m (yk|xs; e) = 1−
∏
e∈Φk

m (Ω|xs; e) , (14)

m (Ω|xs; Φk) =
⊕
e∈Φk

m (Ω|xs; e) =
∏
e∈Φk

m (Ω|xs; e) . (15)

At the top evidence level, we calculate the masses of xs under the entire
evidence set Φ through accumulating the masses under evidence subsets,

m (Ω|xs; Φ) =
⊕
Φk⊆Φ

m (Ω|xs; Φk) =
1

κ

n∏
k=1

m (Ω|xs; Φk), (16)

m (yk|xs; Φ) =
⊕
Φk⊆Φ

m (yk|xs; Φk) =
1

κ
m (yk|xs; Φk)

∏
j ̸=k

m (Ω|xs; Φj), (17)
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where κ is a normalizing factor,

κ =
n∑

k=1

(m (yk|xs; Φk)
∏
j ̸=k

m (Ω|xs; Φk)) +
n∏

k=1

m (Ω|xs; Φk) . (18)

Based on the above calculations, the mass function m(Ω|xs,Φ) is ob-
tained, which represents the reliability of the source domain instance xs with
respect to the target domain task under the support of evidence set Φ.

As an example, let’s provide a detailed explanation of the design and
calculation process of the mass function for cross-domain binary classification
tasks. Suppose the category label space is Ω = {1, 2}, and the evidence set Φ
for the source domain instance xs has been constructed based on the target
domain. Φ is defined as Φ1,Φ2,

Φ1 = {(e11, y11 = 1) , (e12, y12 = 1) , (e13, y13 = 1)},
Φ2 = {(e21, y21 = 2) , (e22, y22 = 2)}.

(19)

We first calculate the masses of xs under the fine-grained evidence according
to Equations 11 and 12,

m (yk|xs; ekj) = αkj,

m (Ω|xs; ekj) = 1− αkj,
(20)

The computation of the mass function is shown in Table 1. Through com-
bining the masses under fine-grained evidences, we can obtain the masses of
xs under the evidence subsets,

m (yk|xs; Φk) =
⊕
x∈Φk

m (yk|xs; e) = 1−
|Φk|∏
j=1

(1− αkj) , (21)

m (Ω|xs; Φk) =
⊕
x∈Φk

m (Ω|xs; e) =
|Φk|∏
j=1

(1− αkj) . (22)

Table 2 presents the computation of the mass function under the evidence
subsets Φ1,Φ2 .

Finally, we calculate the mass function m(·|xs; Φ) under the entire evi-
dence set as

m(y = 1|xs; Φ) = (1− A1)
−1 ∗ A2,

m(y = 2|xs; Φ) = (1− A1)
−1 ∗ A3,

m(Ω|xs; Φ) = (1− A1)
−1 ∗ A4,

(23)
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Table 1: Computation of mass function under individual evidences.

Evidences m (yk|xs; ekj) m (Ω|xs; ekj)
e11 α11 1− α11

e12 α12 1− α12

e13 α13 1− α13

e21 α21 1− α21

e22 α22 1− α22

Table 2: Computation of mass function under evidence subsets.

Evidence subsets m (yk|xs; Φk) m (Ω|xs; Φk)

Φ1 1−
∏|Φ1|

j=1 (1− α1j)
∏|Φ1|

j=1 (1− α1j)

Φ2 1−
∏|Φ2|

j=1 (1− α2j)
∏|Φ2|

j=1 (1− α2j)

in which

A1 = m(y = 1|xs; Φ1) ∗m(y = 2|xs; Φ2),

A2 = m(y = 1|xs; Φ1) ∗m(Ω|xs; Φ2),

A3 = m(Ω|xs; Φ1) ∗m(y = 2|xs; Φ2),

A4 = m(Ω|xs; Φ1) ∗m(Ω|xs; Φ2).

(24)

We have

m(·|xs; Φ) =


m(y = 1|xs; Φ),
m(y = 2|xs; Φ),
m(Ω|xs; Φ).

(25)

So far, a detailed explanation has been provided for the design and calcu-
lation process of the mass function to measure the reliability of transferred
data.

3.2. Constructing the Reliable Instance Selection Strategy

Our objective is to select reliable instances from the source domain to
improve the transfer learning performance. Suppose Ds is the original source
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domain, Dr is the filtered source domain, Dt is the target domain containing
limited labeled data and Φ is the evidence set constructed on the target
domain. We design the mass function m(Ω|xs; Φ) to measure the instance
reliability and thereby define the filtered source domain Dr that consists of
the selected reliable instances with low ignorance as

Dr = {xs ∈ Ds|m(Ω|xs; Φ) ≤ β}, (26)

where Φ is the evidence set of the labeled data instances in the target domain
surrounding xs, β ∈ [0, 1] is the threshold parameter.

Figure 3 illustrates the framework and Algorithm 1 lists the main steps
of selecting reliable instances from the source domain.

Figure 3: Framework of selecting reliable data instances from source domain
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Algorithm 1 Selecting Reliable Instances from Source Domain

Input: Source domain Ds, target domain Dt with limited labeled data;
Output: Filtered source domain Dr;
1: for each xs in Ds do
2: Construct an evidence set Φ for xs based on its neighborhood of the

labeled data instances in target domain Dt;
3: Decompose the evidence set Φ and formulate the mass function

m(·|xs; Φ) with multilevel evidences;
4: Hierarchically compute the ignorance mass m(Ω|xs; Φ) to measure the

reliability of xs for transfer learning;
5: if m(Ω|xs; Φ) ≤ β then
6: Select the instance xs and add xs into Dr;
7: end if
8: end for
9: return Dr.

The core idea of Algorithm 1 is to assess the reliability of each source
domain instance in transfer learning by calculating the uncertainty measure
m(Ω|xs; Φ) and selecting those instances with low uncertainty. This process
forms the filtered source domain Dr, aiming to enhance the performance of
transfer learning.

Furthermore, we further discuss the computational complexity of the
method as follows:

� Complexity of constructing the evidence set Φ: Constructing the evi-
dence set involves considering the neighborhood relationships between
source domain instances xs and labeled data instances in the target
domain. This entails distance calculations or similarity measurements
between data points, and thus, its computational complexity may de-
pend on the size and dimensionality of the dataset.

� Calculation of the ignorance mass m(Ω|xs; Φ): Formulating the mass
function involves considering multi-level evidence extraction and hierar-
chical computations of the mass function. This could potentially lead
to an increase in computational complexity, especially when dealing
with large-scale datasets. In summary, the proposed method may ex-
hibit significant computational complexity, particularly when handling
large-scale datasets. Therefore, in practical applications, consideration
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of computational resources and efficiency is essential to ensure the fea-
sibility of the method.

3.3. Proof of the Effectiveness of the Selection Strategy

The goal of transfer learning is to minimize the differences between the
source and target domains as much as possible, allowing the model to adapt
better to the data in the target domain, thereby enhancing transfer perfor-
mance. To elucidate how the selection strategy can enhance the transfer-
ability of the source domain data and improve the domain adaptability of
transfer learning models, maximum mean discrepancy (MMD) is introduced
in this section to demonstrate that the selected source domain data exhibit
smaller differences from those in the target domain. This proof demonstrates
the effectiveness of the selection strategy.

Let Ds denote the original source domain, and Dr represent the selected
source domain. Based on MMD, the distances from the original source do-
main and the selected source domain to the target domain, denoted as d1
and d2 respectively, are defined as

d1 =

∥∥∥∥∥ 1

ns

∑
xs∈Ds

φ (xs)− 1

nt

∑
xt∈Dt

φ
(
xt
)∥∥∥∥∥

2

H

,

d2 =

∥∥∥∥∥ 1rs ∑
xs∈Dr

φ (xs)− 1

nt

∑
xt∈Dt

φ
(
xt
)∥∥∥∥∥

2

H

.

(27)

Here, φ(·) is the feature mapping function, and ns, rs, nt represent the num-
bers of instances in the source domain, selected source domain, and target
domain respectively. By proving that d1 ≥ d2, we establish that the selection
strategy reduces domain differences, thereby enhancing the credibility of the
source domain data.

Assuming that the evidence set Φ contains only a single element e ∈ Dt,
the instances in the selected source domain Dr satisfy the condition

m (Ω | xs ∈ Dr; Φ) = 1− exp (φ (xs)φ(e)) ≤ β. (28)

With some inequalities transformation, we get

φ (xs)φ(e) ≤ − ln(1− β). (29)
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Based on the description in Section 3.1, where e is a target domain instance
xt, it follows that selected source domain instance xs and target domain
instance xt satisfy

φ (xs)φ
(
xt
)
≤ − ln(1− β). (30)

Let s(xs, xt) = φ(xs)φ(xt), and expand both d1 and d2, resulting in

d1 =
1

ns (ns − 1)

ns∑
i ̸=j

s
(
xsi , x

s
j

)
+

1

nt (nt − 1)

nt∑
i ̸=j

s
(
xti, x

t
j

)
− 2

nsnt

ns,nt∑
i,j=1

s
(
xsi , x

t
j

)
,

d2 =
1

rs (rs − 1)

r∑
i ̸=j

s
(
xsi , x

s
j

)
+

1

nt (nt − 1)

nt∑
i ̸=j

s
(
xti, x

t
j

)
− 2

rsnt

rs,nt∑
i,j=1

s
(
xsi , x

t
j

)
.

(31)
Within Equation (31), parts (1) and (2) satisfy

(1) ≤ 2

nsnt

(
−rs ln(1− β) +

∑
xs /∈Dr

s
(
xs, xt

))
,

(2) ≤ − 2

rsnt

rs ln(1− β).

(32)

By padding Dr with zeros to ensure r = n, the inequality d1 − d2 ≥ 0 is
derived.

The above analysis demonstrates that d1 ≥ d2, indicating that the se-
lected source domain exhibits smaller differences from the target domain.
Therefore, the selection strategy is effective in improving the quality of source
domain data, enhancing data transferability.

4. Experiments

In the experiments, to evaluate the proposed instance selection strategy
for transfer learning, we perform our method to implement cross-domain
classification on various kinds of data including texts and images. The de-
scriptions of the data sets and the experimental setting are listed below.

Text data The cross-domain text data are generated from the data set of
Amazon product reviews, which is the benchmark text corpora widely
used for transfer learning evaluation (Blitzer et al., 2007). The reviews
are about four product domains: books (denoted by domain B), dvds
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(domain D), electronics (domain E ) and kitchen appliances (domain
K ). Each review is assigned to a sentiment label of -1 (negative review)
or +1 (positive review) based on the rating score given by the review
author. In each domain, there are 1,000 positive reviews and 1,000
negative ones. For this data set, we can construct 12 cross-domain
sentiment classification tasks: B → D, B → E, B → K, D → B,
D → E, D → K, E → B, E → D, E → K, K → B, K → D, B → E,
where the capital letter before the arrow denotes the source domain
and the letter after the arrow denotes the target domain.

Image data The cross-domain image data are generated from the data sets
Office and Caltech-256, which are widely adopted for visual domain
adaptation evaluation. Office data set consists of 4563 images with
31 categories and Caltech-256 data set consists of 30607 images with
256 categories. In the experiments, we mix Office and Caltech data
sets as in (Gong et al., 2012) for cross-domain visual object recog-
nition. It includes four domains: Amazon (denoted by domain A,
images downloaded from online merchants), Webcam (domain W, low-
resolution images by a web camera), DSLR (domain D , high-resolution
images by a digital SLR camera), and Caltech-256 (domain C ). The
data set includes 10 classes: BACKPACK, TOURING-BIKE, CAL-
CULATOR, HEAD-Caltech, PHONES, COMPUTER-KEYBOARD,
LAPTOP-COMPUTER, COMPUTER-MONITOR, COMPUTER-
MOUSE, COFFEE-MUG and VIDEO PROJECTOR. There are 8 to
151 images in each category for one domain. For this data set, we can
construct 9 cross-domain classification tasks: A→ C, A→ W , C → A,
C → W , D → A, D → C, D → W , W → A, W → C.

Medical image data The data contain three domains: X-Ray image data
set (denoted by domain X ) (Kermany et al., 2018), ultrasound image
data set (domain U ) (Al-Dhabyani et al., 2020), tomography image
data set (domain T ) (Kermany et al., 2018). X-Ray image data set con-
tains 5856 X-ray images including 3883 pneumonia cases and 1349 nor-
mal cases. Ultrasound image data set contains 780 breast ultrasound
images of three classes (normal, benign, and malignant). Tomography
image data set contains 109309 optical coherence tomography (OCT)
images for retinal diseases (37206 with choroidal neovascularization,
11349 with diabetic macular edema, 8617 with drusen, and 51140 nor-
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mal). Adopting ImageNet data set (Deng et al., 2009) as the source do-
main, we construct three transferred classification tasks from ImageNet
to the medical image data sets: ImageNet→ T , ImageNet→ X and
ImageNet→ U .

In the experiment, for each cross-domain classification task, we adopt the
source domain data set to train the classifier and select 10% of the data in
target domain to construct the evidence set to measure the reliability of data
instances in transfer learning. We use the classification accuracy of the target
domain data instances as the evaluation criterion. Suppose X is the target
domain data set,

Accuracy =
|{x : x ∈ X ∧ g(x) = y}|

|{x : x ∈ X}|
, (33)

where y is the ground truth label of x, g(x) is the label predicted by the
classifier.

4.1. Test of Instance Selection Strategy

In order to verify the effectiveness of the proposed instance selection strat-
egy in transfer learning, we visualize the selected reliable instances in the
transferred classification on a synthetic data set. The data set contains two
domains, in which the source domain and target domain consist of two dimen-
sional data points of two classes and each class has 500 data points. The data
points in each class are generated from a Gaussian distribution x ∼ N (µ, σ).
Changing the mean and deviation µ, σ of Gaussian distribution, we generate
the data sets of source domain and target domain. As shown in Figure 4,
the source domain is marked by green color and target domain is marked by
yellow color. In each domain, the data points of class 1 are marked by circle
and the points of class 2 are marked by triangle.
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Figure 4: Synthetic data set

Figure 5: (a) Classification hyperplane of fDs on the original source domain data. (b)
classification hyperplane of fDs on the target domain data. (c) classification hyperplane
of fDr generated by the reliable source domain data. (d) classification hyperplane of fDr

on the target domain data.

We first train a linear classifier fDs based on the original source domain
data set Ds. Figure 5(a) shows the classification hyperplane on the source
domain data. Using fDs to classify the data in target domain, because the
data distribution of target domain is different from the source domain, the
classifier cannot accurately distinguish the data and the accuracy is 78.10%.
As shows in Figure 5(b), we can see that the hyperplane is not suitable to
separate the data of different classes in target domain.

In contrast, using the mass function to measure the reliability of data
instances in the source domain, we can select the reliable data instances
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for transfer learning. As shown in Figure 5(c), the data instances with low
reliability are marked by red color. Removing the unreliable instances, we
generate the filtered source domain data set Dr and obtain the classifier fDr .
Using the classifier fDr(·) to classify the data in target domain, as shown
in Figure 5(d), we can see that the classification hyperplane can accurately
separate different classes of target domain and the accuracy is improved by
97.9%. Comparing Figure 5(b) with Figure 5(d), we find that the strategy
of selecting reliable data instances in source domain is helpful to adjust the
classifier built on source domain to suit the target domain data.

4.2. Comparative Studies

In the second experiment, to further validate our method, we integrate the
proposed reliable instance selection strategy into the typical transfer learning
methods and compare the classification results with and without the instance
selection. The comparative transfer learning methods include: Kernel Mean
Matching (KMM) (Huang et al., 2006), Transfer Component Anaysis (TCA)
(Pan et al., 2010), Geodesic Flow Kernel (GFK) (Gong et al., 2012), Joint
Distribution Adaptation (JDA)(Long et al., 2013b), Correlation ALignment
(CORAL) (Sun et al., 2016), Scatter Component Analysis (SCA) (Ghifary
et al., 2017), Balanced Distribution Adaptation (BDA) (Wang et al., 2017),
Manifold Embedded Distribution Alignment (MEDA) (Wang et al., 2018),
Practically Easy Transfer Learning (EasyTL) (Wang et al., 2019), Manifold
Dynamic Distribution Adaptation (MDDA)(Zhu et al., 2021), Discriminative
Manifold Propagation (DMP) (Luo et al., 2020), Conditional Kernel Bures
(CKB) (Luo & Ren, 2021). We integrate the selection strategy into all the
transfer learning methods and evaluate their classification performances on
the Amazon product reviews and Office+Caltech data sets. In addition,
to verify that our method is effective for the fine-tuning pre-trained neural
network, we integrate the selection strategy as a preprocessing technique
into five deep convolutional neural networks: MNASNet (Tan et al., 2019) ,
MobileNet (Howard et al., 2017), ShuffleNet (Zhang et al., 2018), SqueezeNet
(Iandola et al., 2016) and DenseNet121 (Huang et al., 2017) and evaluate
their performances in the transferred classification from ImageNet data set
to the medical image data set. For any transfer learning method *, we
briefly denote the method integrated with reliable instance selection strategy
as F − ∗.
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(a) (b)

Figure 6: (a) Accuracies of cross-domain sentiment classification on Amazon product
reviews with varying threshold β. (b) Cross-domain classification accuracies on Of-
fice+Caltech image data with varying threshold β.

4.2.1. Parameter Setting

In our experiments, we empirically set the scaling parameter γ in radial
basis function as 0.7. The threshold parameter β ∈ [0, 1] in Equation (26) is
used to select reliable data instances. A small value of β can ensure that the
selected source domain data are reliable for target domain but may filter out
too much source domain data that are useful in learning task. To determine
the optimal threshold β, we performed the data selection method against
varying β values on the text and image data sets.

We constructed 12 cross-domain sentiment classification tasks on the text
data of Amazon product reviews and 9 cross-domain visual object classifi-
cation tasks on the image data. We considered the values of β from 0.1 to
0.9 with step length 0.1. As shown in Figure 6(a) and Table 3, we can see
that β = 0.3 produces the most accurate classification results on Amazon
product reviews, thus we set β = 0.3 as default on the text data. Similarly,
Figure 6(b) and Table 4 indicate that β = 0.4 leads to the best classification
performance. Thus we set β = 0.4 on the image data.

4.2.2. Test of Text Classification

As introduced above, we constructed 12 cross-domain sentiment classi-
fication tasks on the text data of Amazon product reviews, i.e., B → D,
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Table 3: Accuracies of cross-domain sentiment classification on Amazon product reviews
with varying threshold β.

Taskβ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
B → D 54.22 64.01 64.57 64.57 64.57 64.57 64.38 64.44 64.44
B → E 56.01 66.48 69.43 63.7 63.7 63.82 63.63 63.21 63.21
B → K 53.12 66.53 66.97 66.35 66.22 66.03 66.97 66.09 66.09
D → B 57.22 64.62 64.98 64.57 64.81 64.81 64.68 64.75 64.75
D → E 52.57 65.19 65.07 66.00 65.56 63.81 65.74 66.06 66.24
D → K 52.9 63.42 63.97 62.85 63.16 63.54 61.03 63.91 63.91
E → B 50.98 62.38 63.78 62.25 62.62 61.18 63.12 61.00 61.56
E → D 55.85 64.77 67.7 60.07 60.00 60.51 60.07 60.44 60.57
E → K 51.10 68.10 70.23 69.34 67.31 67.52 67.33 65.33 65.40
K → B 49.66 62.88 62.94 62.37 62.25 62.37 60.25 60.31 60.12
K → D 50.71 63.45 65.72 64.25 64.51 64.51 63.57 63.94 64.00
K → E 46.88 65.1 65.43 64.25 63.22 62.99 62.68 62.81 62.81
Average 52.60 64.74 65.89 64.21 63.99 63.80 63.62 63.52 63.59

Table 4: Cross-domain classification accuracies on Office+Caltech image data with varying
threshold β.

Task/β 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A→ C 50.30 63.80 70.29 72.55 72.06 69.07 65.30 64.66 64.55
A→ W 45.07 50.33 60.46 65.72 60.85 60.68 62.58 60.67 59.77
C → A 65.14 67.69 70.13 78.28 77.58 75.28 74.43 72.43 70.33
C → W 45.25 51.77 70.81 74.68 73.29 72.25 71.55 71.03 70.52
D → A 65.28 69.73 73.92 77.28 74.84 76.32 73.35 73.33 72.10
D → C 53.62 54.25 68.99 69.36 63.37 64.01 62.23 62.05 60.31
D → W 55.08 63.95 65.15 67.46 67.33 65.6 61.29 62.02 63.01
W → A 53.89 58.19 75.60 75.22 73.89 73.29 74.04 72.04 73.67
W → C 51.74 53.00 72.7 73.72 71.48 71.23 70.85 67.98 67.85
Average 53.93 59.19 69.78 72.70 70.52 69.74 68.40 67.35 66.90
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B → E, B → K, D → B, D → E, D → K, E → B, E → D, E → K,
K → B, K → D, B → E. In each cross-domain classification task, we used
the word2vec tool to extract the features of the review texts and performed
the transfer learning methods with and without reliable instance selection to
generate the sentiment classification results respectively. Logistic regression
was used in this experiment. The classification accuracies of the comparative
study are listed in Table 5.

It is obvious that in all the cross-domain text classification tasks, se-
lecting the reliable instances from source domain can improve the classifi-
cation accuracy of every adopted transfer learning method. Specifically, for
9 comparative transfer learning methods, using the instance selection strat-
egy improves the accuracies of the cross-domain sentiment classifications by
3.74%, 2.7%, 3.51%, 3.44%, 6.19%, 4.11%, 1.94%, and 2.85%, 2.50%, respec-
tively. Moreover, we find that the transfer learning method KMM achieves
the largest performance improvement 6.19% by using the reliable instance
selection strategy. This is because that the KMM method is sensitive to
domain difference and the selection strategy removes the unreliable source
domain instances that are inconsistent with the target domain data. The
transfer learning methods TCA, JDA, and BDA also achieved good per-
formance improvements by using the instance selection strategy. All these
methods use the maximum mean discrepancy (MMD) as the distance metric
to minimize the domain difference. Selecting reliable instances from source
domain is helpful to further decrease the domain gap.

4.2.3. Test of Image Classification

In this test, we further validate the proposed instance selection strategy
on Office+Caltech image data sets. We constructed 9 cross-domain visual
object classification tasks on the image data, i.e., A → C, A → W , C → A,
C → W , D → A, D → C, D → W , W → A, W → C. Because there are a
few images in the data set DSLR (domain D), we do not construct any cross-
domain classification tasks in which D is set as the target domain. We utilize
deep convolutional activation features (DeCAF6 features) (Donahue et al.,
2014) to represent all the images, in which the outputs from the 6th layer in
the deep convolutional neural network are transformed to 4,096 dimensional
features. In each cross-domain classification task, we applied the transfer
learning methods with and without reliable instance selection to generate
the image classification results respectively. Multinomial logistic regression
was used in this experiment. The classification accuracies of the comparative
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Table 5: Cross-domain sentiment classification accuracies of Amazon product reviews
generated by the transfer learning methods with and without reliable instance selection.
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study are listed in Table 6.
As shown in Table 6, the average classification accuracies of the trans-

fer learning methods with the instance selection strategy on 9 tasks are
86.56%, 84.14%, 84.84%, 85.88%, 81.79%, 86.37%, 91.22%, 81.89%, 90.90%
and 91.60%, respectively. Comparing with the original transfer learning
methods without instance selection, selecting reliable data instances from
the source domain improves the accuracies of different cross-domain classifi-
cation tasks by 5.34%, 1.52%, 4.51%, 4.84%, 1.45%, 2.27%, 1.41% , 2.76%,
0.80% and 1.30%. As the experiments on the review text data, the instance
selection strategy achieves the good classification improvements on the trans-
fer learning methods of TCA, JDA, and BDA in which the MMD metric is
adopted to minimize the differences between source domain and target do-
main. This indicates that when the source domain data are sufficient, select-
ing reliable data instances from the source domain facilitates to reduce the
domain differences in cross-domain image classification tasks.

4.2.4. Test of Medical Image Classification

Besides the traditional transfer learning methods, we also verified that
the proposed reliable instance selection strategy is effective to improve the
cross-domain pre-trained deep neural networks for medical image classifi-
cation. We pre-trained five deep convolutional neural networks including
MNASNet (Tan et al., 2019) , MobileNet (Howard et al., 2017), ShuffleNet
(Zhang et al., 2018), SqueezeNet (Iandola et al., 2016) and DenseNet121
(Huang et al., 2017) on ImageNet data and transfered these deep neural
networks to the medical image data sets for classification. As introduced
above, we constructed three cross-domain medical image classification tasks:
ImageNet → T , ImageNet → X and ImageNet → U . In each cross-
domain classification task, we pre-trained all the deep neural networks with
and without reliable instance selection to perform the medical image classi-
fications and compared the classification results. The classification accuracy
of comparative study is illustrated in Table 7.
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Table 6: Cross-domain classification accuracies on Office+Caltech image data sets gener-
ated by the transfer learning methods with and without reliable instance selection.
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Table 7: Classification accuracies of medical image data generated by the deep neural
networks pre-trained on ImageNet with and without reliable instance selection.

Methods ImageNet → X ImageNet → U ImageNet → T

DenseNet121 61.40 38.96 39.75

F-DenseNet121 65.07 45.53 46.87

MNASNet 55.52 55.38 37.98

F-MNASNet 68.20 68.65 45.43

MobileNet 49.26 51.11 30.82

F-MobileNet 60.63 71.01 47.22

ShuffleNet 56.18 57.42 30.63

F-ShuffleNet 66.89 63.61 46.57

SqueezeNet 56.35 52.94 34.36

F-SqueezeNet 63.59 66.38 47.02

Ave without instance selection 55.74 51.16 34.71

Ave with instance selection 64.88 63.04 46.62

As shown in Table 7, using the reliable instance selection strategy, the five
pre-trained deep neural networks pre-trained on ImageNet (source domain)
achieve the average classification accuracies 64.88%, 63.04%, and 46.62% on
X, U and T medical image sets (target domains) respectively. In contrast to
transferring the pre-trained models that are directly built up on ImageNet,
pre-training the deep neural networks based on the selected source domain
data gain the significant performance improvements of 9.14%, 11.88%, and
11.91%. The experimental results reveal that selecting reliable instance from
source domain can improve the domain adaptation of the pre-trained deep
neural networks from ImageNet to various kinds of medical image sets.

4.3. Case Study

In order to further explain the effectiveness of the proposed instance se-
lection strategy, we present a case study to illustrate the reliable instance
selection in transfer learning. We exemplify the cross-domain visual object
classification task C → W , in which the images of the source domain C
come from Caltech-256 data set and the images of the target domain W
come from Webcam data set. There are 10 classes in the cross-domain image
classification task and we choose two classes BACKPACK and LAPTOP-
COMPUTER for the case study.
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LAPTOP
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(a)

(b)

BACKPACK

LAPTOP
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Figure 7: (a) Images of classes BACKPACK and LAPTOP-COMPUTER in the source
domain. (b) Images of classes BACKPACK and LAPTOP-COMPUTER in the target
domain.
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Figure 8: (a) Reliable images of BACKPACK and LAPTOP-COMPUTER selected from
the source domain for transferred classification. (b) Unreliable images of BACKPACK
and LAPTOP-COMPUTER selected from the source domain.
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Figure 7(a) and Figure 7(b) show images of backpacks and laptops in the
source domain C and target domain W, respectively. It can be observed that
in some images from both the source and target domains, objects of the same
class exhibit significant differences in appearance and layout, contributing to
the domain gap in cross-domain image classification. Figure 8(a) showcases
the reliable images selected from the source domain for transfer learning,
while Figure 8(b) illustrates the removed unreliable images. It is evident that
the objects in the selected source domain images closely resemble the object
features in the target domain, with smaller m(Ω|xs; Φ) indicating higher reli-
ability. On the other hand, images of cartoon backpacks and those featuring
computers with complex backgrounds exhibit substantial differences in fea-
tures compared to the target domain, resulting in higher M-values and lower
reliability. Inconsistent features may increase domain disparities and lead to
negative transfer effects. By eliminating unreliable images from the source
domain, data reliability can be enhanced, mitigating negative transfer and
improving cross-domain image classification performance.

Additionally, we provide typical examples of medical image classification
to illustrate the role of the selection strategy in medical transfer tasks. Specif-
ically, by pretraining DenseNet121 on both the original ImageNet and the
ImageNet selected by our proposed strategy, a set of heatmaps for chest X-
rays in the I-X pneumonia classification task was obtained using the gradient-
weighted class activation mapping (Grad-CAM) technique.
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Figure 9: Generated a set of heatmaps of chest X-Ray on the pneumonia classification
task based on Grad-CAM

As shown in Figure 9, the darker the color, the more attention the cor-
responding region receives during the classification process. By comparing
the heat maps of pneumonia classification obtained using pretrained net-
works on ImageNet and the ImageNet selected by our proposed strategy,
it is observed that the network trained using the ImageNet selected by the
proposed strategy focuses more on the lung region. This is better suited for
pneumonia classification tasks, indicating that the relevant regions for pneu-
monia classification are primarily concentrated in the lungs, particularly in
areas with lesions. By contrast, the network trained on the original Ima-
geNet is insensitive to the lung region, focusing on regions unrelated to the
lungs for pneumonia classification. This suggests that the original ImageNet
contains too many images unrelated to medical imaging, leading to nega-
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tive transfer during network training. Therefore, by filtering ImageNet using
the proposed data selection strategy, the credibility of ImageNet in the field
of medical imaging can be effectively enhanced, thereby increasing network
transferability.

5. Conclusion

To remove noisy data from the source domain and data unrelated to the
target domain task, we proposed a reliable data-selection strategy based on
evidence theory. This strategy utilizes a mass function to measure the re-
liability of the source domain data with respect to the target domain task,
selecting trustworthy source domain data that are more relevant to the task
of training the transfer models. Specifically, a mass function was formu-
lated to measure the degree of ignorance and reliability of the source domain
data with respect to the learning task in the target domain. By selecting
reliable data with a low degree of ignorance from the source domain, the
domain adaptation of transfer learning models can be enhanced. The pro-
posed strategy is a general preprocessing technique that can be integrated
into most transfer learning methods to improve performance. Experiments
on text and medical image data validated the effectiveness of the proposed
selection strategy in improving the performance of various types of transfer
learning methods.However, when the amount of data in the source domain
is relatively small, the improvement effect of this strategy is not significant.
This indicates that in cases of limited data, the selection strategy may need
further optimization or integration with other techniques to enhance the ef-
fect. In the training and fine-tuning of a large language model (LLM), high-
quality training data play a crucial role in model performance while saving
training resources. In the future, we will apply a selection strategy to the
process of building LLM during both pre-training and fine-tuning. For exam-
ple, in prompt tuning, when generating prompts through LLM, a selection
strategy can be incorporated to generate high-quality prompts. (Liu et al.,
2023). Also, it is very worth studying to apply the association among fea-
tures from reliable instances in explicit and interpretable manner like (Liang
et al., 2022) to feature-based TL methods.
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