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#### Abstract

Given a parametric statistical model, evidential methods of statistical inference aim at constructing a belief function on the parameter space from observations. The two main approaches are Dempster's method, which regards the observed variable as a function of the parameter and an auxiliary variable with known probability distribution, and the likelihood-based approach, which considers the relative likelihood as the contour function of a consonant belief function. In this paper, we revisit the latter approach and prove that it can be derived from three basic principles: the likelihood principle, compatibility with Bayes' rule and the minimal commitment principle. We then show how this method can be extended to handle low-quality data. Two cases are considered: observations that are only partially relevant to the population of interest, and data acquired through an imperfect observation process.
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## 1. Introduction

Belief functions were initially introduced by Dempster as part of a new approach to statistical inference, in which lower and upper posterior probabilities can be constructed without having to postulate the existence of prior probabilities [10, 11, 12]. Dempster's initial ideas were later formalized by Shafer [37] and transformed into a general system for reasoning under uncertainty, now usually referred to as Dempster-Shafer theory ${ }^{1}$. Whereas this

[^0]work has had a strong impact in some research fields such as Pattern Recognition, Information Fusion and Artificial Intelligence, statistical applications have until now remained quite limited. Recently, however, there has been revived interest in this topic, perhaps under the influence of Dempster's more recent work along his initial ideas [14]. New variants of Dempster's method of inference leading to belief functions having some well-defined long-run frequency properties have been proposed, such as the Weak Belief approach [32], the Elastic Belief method [30] and the Inferential Models [31].

Let $X \in \mathbb{X}$ denote the observable data, $\theta \in \Theta$ the parameter of interest and $f(x ; \theta)$ the probability mass or density function describing the data-generating mechanism. The key idea underlying Dempster's method of inference and its variants is to represent such a sampling model by an equation

$$
\begin{equation*}
X=a(\theta, U) \tag{1}
\end{equation*}
$$

where $U$ is an unobserved auxiliary variable with known probability distribution $\mu$ independent of $\theta$. This representation is similar to that of Fraser [27]. It is quite natural in the context of data generation. For instance, to generate a continuous random variable $X$ with cumulative distribution function (cdf) $F_{\theta}$, one might draw $U$ from a continuous uniform distribution in $[0,1]$ and set $X=F_{\theta}^{-1}(U)$. Equation (1) defines a multi-valued mapping

$$
\begin{equation*}
\Gamma: U \rightarrow \Gamma(U)=\{(X, \theta) \in \mathbb{X} \times \Theta \mid X=a(\theta, U)\} \tag{2}
\end{equation*}
$$

This mapping, together with measure $\mu$ on $\mathbb{U}$, defines a random set, i.e., a belief function on $\mathbb{X} \times \Theta$ [33]. Conditioning this belief function on $\theta$ yields the sampling distribution $f(\cdot ; \theta)$ on $\mathbb{X}$, while conditioning it on $X=x$ gives a belief function ${ }^{2} \operatorname{Bel}_{\Theta}(\cdot ; x)$ on $\Theta$.

While this inference method is conceptually elegant, it often leads to cumbersome or even intractable calculations except for simple models, which imposes the use of Monte-Carlo simulations. A more fundamental criticism that may be raised against this approach is the fact that representation (1) and, consequently, $\operatorname{Bel}_{\Theta}(\cdot ; x)$ are not unique for a given statistical model $\{f(\cdot ; \theta), \theta \in \Theta\}$. As the auxiliary variable $U$ is not observable, it is not clear how one could argue for one model or another, except from practical considerations.
exposition and to some papers cited in reference such as, e.g, $[41,18]$ for short introductions.
${ }^{2}$ Throughout this paper, the domain of set functions will be indicated as subscript.

An alternative approach to statistical inference was proposed by Shafer in [37]. In this approach, the evidence about $\Theta$, after observing $X=x$, is postulated to be represented by a consonant "likelihood-based" belief function, whose contour function equals the normalized likelihood function:

$$
\begin{equation*}
p l(\theta ; x)=\frac{L(\theta ; x)}{\sup _{\theta^{\prime} \in \Theta} L\left(\theta^{\prime} ; x\right)}, \tag{3}
\end{equation*}
$$

where $L(\cdot ; x): \theta \rightarrow f(x ; \theta)$ is the likelihood function. The corresponding plausibility function is thus defined as:

$$
\begin{equation*}
P l_{\Theta}(A ; x)=\sup _{\theta \in A} p l(\theta ; x)=\frac{\sup _{\theta \in A} L(\theta ; x)}{\sup _{\theta \in \Theta} L(\theta ; x)}, \tag{4}
\end{equation*}
$$

for all $A \subseteq \Theta$.
In [37], Shafer did not present any formal justification for (3) and (4). Moreover, in later writings, he rejected the likelihood-based approach approach on the ground that it is not compatible with Dempster's rule of combination in the case of independent observations [38]. More precisely, assume that $\mathbf{X}$ is an independent sample $\left(X_{1}, \ldots, X_{n}\right)$. We could combine the $n$ observations at the "aleatory level" by computing $P l_{\Theta}(\cdot ; \mathbf{x})$ using (4), or we could combine them at the "epistemic level" by first computing the consonant plausibility functions $P l_{\Theta}\left(\cdot ; x_{i}\right)$ induced by each of the independent observations and using Dempster's rule. Obviously, these two procedures yield different results in general, as consonance is not preserved by Dempster's rule.

In spite of this apparent deficiency, Wasserman [46] provided an axiomatic justification of (3) and (4) in the case where $\Theta$ is finite and showed this approach to yield interesting results for realistic inference problems. Other authors questioned the use of Dempster's rule for combining independent observations in statistical inference problems [43][1].

The objective of this paper is two-fold. First, we provide new arguments in favor of the evidential likelihood-based approach, by showing that it can be derived from three principles: the likelihood principle [22], compatibility with Bayesian inference when a prior probability distribution is available and the least-commitment principle [40]. The second goal of this paper is to extend likelihood-based belief functions to low-quality data. Specifically, two cases will be considered. In the first case, data are only partially relevant to the problem at hand, a situation previously addressed using, e.g., the concept of weighted likelihood [28, 45]. The second case concerns uncertain data, i.e., data that have been generated by a random mechanism and a non-random, imperfect observation process $[17,18]$.

The rest of this paper is organized as follows. In Section 2, we provide a new justification for the construction of a consonant belief function based on the likelihood and we demonstrate its application to some simple statistical inference problems. Extensions to partially relevant and uncertain data are then introduced in Section 3. Finally, Section 4 concludes the paper.

## 2. Likelihood-based belief function

A key argument in favor of the likelihood-based approach to the construction of belief functions for statistical inference is the Likelihood Principle, which will be discussed in Subsection 2.1. Once this principle is accepted, Equations (3) and (4) follow directly from two additional requirements: compatibility with Bayes' rule and the least commitment principle, as will be shown in Subsection 2.2. The practical application of this approach will be demonstrated using some simple inference problems in Subsection 2.5.

### 2.1. Likelihood principle

As is well know, most approaches to statistical inference fall in two main categories: Bayesian approaches, assuming the existence of a prior probability distribution on $\Theta$ and frequentist methods relying on confidence intervals and tests of hypotheses with well-defined long-run frequency properties. Yet, a third tradition can be traced back from Fisher's later work [26] to Barnard [3], Birnbaum [6] and Edward [22], among others. This third approach to statistical inference centers on direct inspection of the likelihood function $L(\theta ; x)$ alone, without relying on the concept of repeated sampling (underlying long-run frequency considerations) and without assuming the existence of a prior probability distribution. For proponents of this approach as Birnbaum [6], "reports of experimental results in scientific journals should in principle be descriptions of likelihood functions, when adequate mathematical models can be assumed, rather than reports of significance levels or interval estimates".

The likelihood principle underlies the likelihood-based approach to statistical inference [6]. Let $E$ denote a statistical model representing an experimental situation. Typically, $E$ is composed of the parameter space $\Theta$, the sample space $\mathbb{X}$ and a probability mass or density function $f(x ; \theta)$ for each $\theta \in \Theta$. Following Birnbaum [6], let us denote by $E v(E, x)$ the evidential meaning of the specified instance $(E, x)$ of statistical evidence. The likelihood Principle (L) can be stated as follows:

The likelihood principle ( $L$ ). If $E$ and $E^{\prime}$ are any two experiments with the same parameter space $\Theta$, represented by probability mass or density functions $f(x ; \theta)$ and $g(y ; \theta)$, and if $x$ and $y$ are any two respective outcomes which determine likelihood functions satisfying $f(x ; \theta)=c g(x ; \theta)$ for some positive constant $c=c(x, y)$ and all $\theta \in \Theta$, then $\operatorname{Ev}(E, x)=E v\left(E^{\prime}, y\right)$.

As noted by Birnbaum [6], (L) is an immediate consequence of Bayes' principle, which implies that the evidential meaning of $(E, x)$ is contained in the posterior probability distribution distribution $p(\theta \mid x) \propto f(x, \theta) p(\theta)$, where $p(\theta)$ is the prior probability distribution. However, it was also accepted as self-evident by statisticians who did not adhere to the Bayesian school, including Fisher [26] and Barnard [3]. From a non Bayesian perspective, it was placed on firm ground by Birnbaum [6], who showed that (L) can be derived from the principles of sufficiency (S) and conditionality (C), which can be stated as follows.

The principle of sufficiency ( $S$ ). Let $E$ be an experiment, with sample space $\{x\}$, and let $t(x)$ is any sufficient statistic (i.e., any statistic such that the conditional distribution of $x$ given $t$ does not depend on $\theta$ ). Let $E^{\prime}$ be an experiment, derived from $E$, having the same parameter space, such that when any outcome $x$ of $E$ is observed the corresponding outcome $t=t(x)$ of $E^{\prime}$ is observed. Then for each $x, E v(, x)=E v\left(E^{\prime}, t\right)$, where $t=t(x)$.

The principle of conditionality ( $C$ ). If $E$ is mathematically equivalent to a mixture of component experiments $E_{h}$, with possible outcomes $\left(E_{h}, x_{h}\right)$, then $\operatorname{Ev}\left(E,\left(E_{h}, x_{h}\right)\right)=E v\left(E_{h}, x_{h}\right)$.

In short, (C) means that component experiments that might have been carried out, but in fact were not, are irrelevant once we know that $E_{h}$ has been carried out. For instance, assume that two measuring instruments provide measurements $x_{1}$ and $x_{2}$ of an unknown quantity $\theta$. An instrument is picked at random (experiment $E$ ). Assume we know that the first instrument ( $h=1$ ) is selected and we observe $x_{1}$. Then, the fact that the second instrument could have been selected is irrelevant and the over-all structure of the original experiment $E$ can be ignored.

Birnbaum [6] showed that (S) and (C) are jointly equivalent to (L). Unless we reject ( S ) or (C), which very few statisticians would be willing to do, we are thus compelled to accept $(L)$, i.e., to accept the idea that all the information which the data provide about the parameter is contained in the
likelihood function.
Fisher, who introduced the likelihood function [22, 2], repeatedly stressed that "probability and likelihood are quantities of an entirely different nature" [24] as, in particular, likelihoods are not additive. Yet, Fisher held the view that "in an important class of cases the likelihood may be held to measure the degree of our rational belief in a conclusion" [25]. This conception of a measure of belief that does not obey the rules of probability theory seems to have been welcomed with skepticism in some statistical circles where it was sometimes claimed that the concept of likelihood does not have a clear meaning [22]. The idea of a non additive measure of belief is, of course, more easily understood now than it was in the 1950's. However, the concept of likelihood needs to be linked to that of Dempster-Shafer belief function, as was done on intuitive grounds by Shafer [37] (see also [39]). An attempt to achieve this goal will be presented in the next section.

### 2.2. From likelihoods to beliefs

In this section, as in the rest of this paper, we accept the Dempster-Shafer theory of belief functions as a suitable framework for representing evidence about any unknown quantity. It follows that statistical evidence $x$ about a parameter $\theta$ should be representable by a belief function $\operatorname{Bel}_{\Theta}(\cdot ; x)$ defined on the parameter space $\Theta$. According to the likelihood principle (L), whose justification has been recalled in the previous section, $\operatorname{Bel}_{\Theta}(\cdot ; x)$ should be defined only from the likelihood function. It now remains to decide which additional requirement should be imposed on $\operatorname{Bel}_{\Theta}(\cdot ; x)$ for it to qualify as a sound representation of statistical evidence.

As noticed by Wasserman [46], the most natural requirement is compatibility with Bayesian inference when a Bayesian prior is available. More precisely, let $\pi(\theta)$ be a prior probability mass or density function on $\Theta$, representing what was known about $\theta$ before observing the result of the random experiment. Assuming that $\pi$ and $B e l_{\Theta}(\cdot ; x)$ can be treated as independent pieces of evidence about $\theta$, they should be combined using Dempster's rule, yielding a Bayesian belief function with the following probability mass of density function:

$$
\begin{equation*}
p(\theta \mid x) \propto p l(\theta ; x) \pi(\theta) \tag{5}
\end{equation*}
$$

where, as before, $p l(\theta ; x)=P l_{\Theta}(\{\theta\} ; x)$ denotes the contour function associated to $\operatorname{Be} l_{\Theta}(\cdot ; x)$. Since the posterior probability function on $\theta$ verifies

$$
\begin{equation*}
p(\theta \mid x) \propto f(x ; \theta) \pi(\theta) \tag{6}
\end{equation*}
$$

it is clear that compatibility with Bayes' rule imposes that

$$
\begin{equation*}
p l(\theta ; x)=c f(x ; \theta)=c L(\theta ; x) \tag{7}
\end{equation*}
$$

for some constant $c>0$ depending only on the likelihood function $L(\cdot ; x)$.
Let $\mathcal{B}_{x}$ denote the set of belief function on $\theta$ verifying (7). Assuming that $\operatorname{Bel}_{\Theta}(\cdot ; x) \in \mathcal{B}_{x}$ and in the absence of additional requirements, the Least Commitment Principle [40] leads to selecting the least informative element in $\mathcal{B}_{x}$ (assuming such an element exists), according to some informational ordering between belief functions. As noted in [20], several such meaningful orderings can be defined. In particular, $B e l_{1}$ is said to be $q$-least committed than $\mathrm{Bel}_{2}$ if $Q_{1} \geq Q_{2}$, where $Q_{1}$ and $Q_{2}$ are the commonality functions associated to $\mathrm{Bel}_{1}$ and $\mathrm{Bel}_{2}$. Intuitively, this ordering can be justified as follows: the commonality function associated to $B e l_{1} \oplus B e l_{2}$, where $\oplus$ denotes Dempster's rule, is proportional to $Q_{1} Q_{2}$. The closer is $Q_{1}(A)$ to 1 , for any $A \subseteq \Theta$, the less influence has the combination with $B e l_{1}$ on $B e l_{2}$ and, hence, the less informative is $B e l_{1}$. Now, the following proposition holds.

Proposition 1. The $q$-least committed element in $\mathcal{B}_{x}$ is the consonant belief function whose contour function is equal to the relative likelihood function:

$$
\begin{equation*}
p l(\theta ; x)=\frac{L(\theta ; x)}{\sup _{\theta^{\prime} \in \Theta} L\left(\theta^{\prime} ; x\right)} . \tag{8}
\end{equation*}
$$

Proof. Let $\operatorname{Bel}_{\Theta}(\cdot ; x)$ be the consonant belief function whose contour function is defined by (8), and let $Q_{\Theta}(\cdot ; x)$ be the corresponding commonality function. Similarly, let $\operatorname{Bel}_{\Theta}^{\prime}(\cdot ; x)$ and $Q_{\Theta}^{\prime}(\cdot ; x)$ denote any corresponding belief and commonality functions verifying (7) for some constant $c$. For any $\theta \in \Theta$, we have $Q_{\Theta}(\{\theta\} ; x)=p l(\theta ; x), Q_{\Theta}^{\prime}(\{\theta\} ; x)=p l^{\prime}(\theta ; x)$ and

$$
Q_{\Theta}(\{\theta\} ; x) \geq Q_{\Theta}^{\prime}(\{\theta\} ; x)
$$

as $c \leq\left[\sup _{\theta^{\prime} \in \Theta} L\left(\theta^{\prime} ; x\right)\right]^{-1}$. Now, let us consider any nonempty $A \subseteq \Theta$ such that $Q_{\Theta}^{\prime}(A ; x)$ exists. For any $\theta \in A$,

$$
Q_{\Theta}^{\prime}(A ; x) \leq Q_{\Theta}^{\prime}(\{\theta\} ; x) .
$$

Hence,

$$
Q_{\Theta}^{\prime}(A ; x) \leq \inf _{\theta \in A} Q_{\Theta}^{\prime}(\{\theta\} ; x)
$$

Now, it follows from the consonance of $Q_{\Theta}(\cdot ; x)$ that

$$
Q_{\Theta}(A ; x)=\inf _{\theta \in A} Q_{\Theta}(\{\theta\} ; x) \geq \inf _{\theta \in A} Q_{\Theta}^{\prime}(\{\theta\} ; x) \geq Q_{\Theta}^{\prime}(A ; x),
$$

which completes the proof.
The focal sets of $\operatorname{Bel}_{\Theta}(\cdot ; x)$ are the levels sets of $p l(\theta ; x)$ defined as follows:

$$
\begin{equation*}
\Gamma_{x}(\omega)=\{\theta \in \Theta \mid p l(\theta ; x) \geq \omega\} \tag{9}
\end{equation*}
$$

for $\omega \in[0,1]$. These sets may be called plausibility regions and can be interpreted as sets of parameter values whose plausibility is greater than some threshold $\omega$.
$B e l_{\Theta}(\cdot ; x)$ can be regarded as being induced by a random set [33] defined by a probability measure $P_{\Omega}$ on $\Omega=[0,1]$ and the multi-valued mapping $\Gamma_{x}$, in the sense that

$$
\begin{equation*}
B e l_{\Theta}(A ; x)=P_{\Omega}\left(\left\{\omega \in[0,1] \mid \Gamma_{x}(\omega) \subseteq A\right\}\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
P l_{\Theta}(A ; x)=P_{\Omega}\left(\left\{\omega \in[0,1] \mid \Gamma_{x}(\omega) \cap A \neq \emptyset\right\}\right) \tag{11}
\end{equation*}
$$

for all measurable subsets $A$ of $\Theta$. When $p l(\theta ; x)$ is continuous, $P_{\Omega}$ can be taken as the Lebesgue measure on $\Omega$.

### 2.3. Gaussian approximation

The construction of a belief function on $\Theta$ from the normalized likelihoods as justified above is in line with Barnard's precept to "have regard to the whole course of the likelihood function" [3]. However, plotting and manipulating the contour function $p l(\theta ; x)$ when $\Theta$ has more than two dimensions may be difficult. In particular, plausibility regions may be difficult to describe analytically.

This problem can sometimes be tackled by computing a Taylor expansion of the logarithm of the contour function about the maximum likelihood estimate (or maximum plausibility estimate - MPE) $\hat{\theta}$ up to the second order [42]:

$$
\begin{align*}
& \log p l(\theta ; x)=\log p l(\hat{\theta} ; x)+\left.(\theta-\hat{\theta})^{T} \frac{\partial \log p l(\theta ; x)}{\partial \theta}\right|_{\theta=\hat{\theta}}+ \\
&\left.\frac{1}{2}(\theta-\hat{\theta})^{T} \frac{\partial^{2} \log p l(\theta ; x)}{\partial \theta \partial \theta^{T}}\right|_{\theta=\hat{\theta}}(\theta-\hat{\theta})+\cdots \tag{12}
\end{align*}
$$

The first term on the right-hand side of the above equation is zero by definition, and the second term is zero in the usual case where $\hat{\theta}$ is a stationary point of $p l(\theta ; x)$. Neglecting the remaining terms of the Taylor expansion, we get the following approximation

$$
\begin{equation*}
p l(\theta ; x) \approx \exp \left[-\frac{1}{2}(\theta-\hat{\theta})^{T} I(\hat{\theta} ; x)(\theta-\hat{\theta})\right], \tag{13}
\end{equation*}
$$

where $I(\hat{\theta} ; x)$ is the observed information matrix defined as

$$
\begin{equation*}
I(\hat{\theta} ; x)=-\left.\frac{\partial^{2} \log p l(\theta ; x)}{\partial \theta \partial \theta^{T}}\right|_{\theta=\hat{\theta}}=-\left.\frac{\partial^{2} \log L(\theta ; x)}{\partial \theta \partial \theta^{T}}\right|_{\theta=\hat{\theta}} . \tag{14}
\end{equation*}
$$

Equation (13) defines an approximation of the contour function by a normalized multidimensional Gaussian density with mean $\hat{\theta}$ and covariance matrix $I(\hat{\theta} ; x)^{-1}$. As noted in [42], this approximation is usually well verified when $X=\left(X_{1}, \ldots, X_{n}\right)$ is an independent and identically distributed (iid) random vector and $n$ is large.

### 2.4. Discussion

Consistency with statistical practice. In support of the method outlined above for constructing belief functions from data, we can remark that viewing the relative likelihood function as the contour function of a consonant belief function or, equivalently, as a possibility distribution [48, 21] is, to a large extent, consistent with statistical practice. For instance, likelihood intervals $[29,42]$ are focal intervals of the relative likelihood viewed as a possibility distribution. In the case where $\theta=\left(\theta_{1}, \theta_{2}\right) \in \Theta_{1} \times \Theta_{2}$ is a vector parameter, the marginal contour function on $\Theta_{1}$ is

$$
\begin{equation*}
p l\left(\theta_{1} ; x\right)=\sup _{\theta_{2} \in \Theta_{2}} p l\left(\theta_{1}, \theta_{2} ; x\right), \tag{15}
\end{equation*}
$$

which is the relative profile likelihood function when $\theta_{2}$ is considered as a nuisance parameter. As another example, the usual likelihood ratio statistics $\Lambda(\mathbf{x})$ for a composite hypothesis $H_{0} \subset \Theta$ can be seen as the plausibility of $H_{0}$, as

$$
\begin{equation*}
\Lambda(x)=\frac{\sup _{\theta \in H_{0}} L(\theta ; x)}{\sup _{\theta^{\prime} \in \Theta} L\left(\theta^{\prime} ; x\right)}=\sup _{\theta \in H_{0}} p l(\theta ; x)=P l_{\Theta}\left(H_{0} ; x\right) . \tag{16}
\end{equation*}
$$

Incompatibility with Dempster's rule. As already mentioned above, Shafer [38] questioned the likelihood-based construction of belief functions because it is not compatible with Dempster's rule. One might as well question Dempster's rule for combining independent statistical evidence, as was done by Aickin [1] and Walley [43], among others. Let $E$ and $E^{\prime}$ be two independent random experiments with the same parameter space $\Theta$, producing outcomes $x$ and $y$ according to frequency distributions $f(x, \theta)$ and $g(y, \theta)$. Let $\operatorname{Bel}_{\Theta}(\cdot ; x)$ and $\operatorname{Bel}_{\Theta}(\cdot ; y)$ denote the belief functions on $\Theta$ obtained after observing $x$ and $y$, respectively. It is clear that $\operatorname{Bel}_{\Theta}(\cdot ; x) \oplus B e l_{\Theta}(\cdot ; y)$ and $B e l_{\Theta}(\cdot ; x y)$ are different, although they have the same contour function. However, Bel $_{\Theta}(\cdot ; x y)$ can be obtained from $\operatorname{Bel}_{\Theta}(\cdot ; x)$ and $\operatorname{Bel}_{\Theta}(\cdot ; y)$ using
the product rule of Possibility theory [21], which amounts to multiplying the contour functions (or possibility distributions) and renormalizing:

$$
\begin{equation*}
p l(\theta ; x y)=\frac{p l(\theta ; x) p l(\theta ; y)}{\sup _{\theta^{\prime} \in \Theta} p l\left(\theta^{\prime} ; x\right) p l\left(\theta^{\prime} ; y\right)} . \tag{17}
\end{equation*}
$$

The apparent inadequacy of Dempster's rule in this case remains to be convincingly explained. It might be that different kinds of evidence require different combination mechanisms, as suggested by Dubois et al. in [19].

Inconsistency with the imprecise probability view. Linking the relative likelihood function with more general uncertainty representation formalisms has been attempted by other authors, within different frameworks. For instance, Walley and Moral [44] addressed the problem of defining lower and upper posterior probabilities from likelihoods in the case of a finite parameter space $\Theta$. They showed that the plausibility function defined by (4) does not qualify as a valid upper probability measure because it may be strongly inconsistent, in the sense that it may incur sure loss. However, this objection does not apply in our case, since we are not placing ourselves in the imprecise probability framework. In particular, we do not consider that the plausibility has a betting interpretation as lower selling prices and so sure loss does not make sense.

### 2.5. Examples

We will conclude this section with a few examples showing the application of the method outlined above to some simple statistical problems. To avoid technicalities and emphasize basic principles, we will restrict ourselves to the very simple binomial model.

Assume that we observe a random variable $X$ having a binomial distribution:

$$
\begin{equation*}
f(x ; \theta)=\binom{n}{x} \theta^{x}(1-\theta)^{n-x} \tag{18}
\end{equation*}
$$

The likelihood-based belief function induced by $x$ has the following contour function:

$$
\begin{equation*}
p l(\theta ; x)=\frac{\theta^{x}(1-\theta)^{n-x}}{\hat{\theta}^{x}(1-\hat{\theta})^{n-x}}=\left(\frac{\theta}{\hat{\theta}}\right)^{x}\left(\frac{1-\theta}{1-\hat{\theta}}\right)^{n-x}, \tag{19}
\end{equation*}
$$

for all $\theta \in \Theta=[0,1]$, where $\hat{\theta}=x / n$ is the MPE. The observed information is

$$
\begin{equation*}
I(\hat{\theta} ; x)=\frac{n}{\hat{\theta}(1-\hat{\theta})}, \tag{20}
\end{equation*}
$$



Figure 1: Contour functions (normalized likelihoods) for the binomial distribution (solid lines) and their Gaussian approximations (interrupted lines) with $n=20$ and $x=10$ (left) and $x=15$ (right).
from which we get the following Gaussian approximation of $p l_{x}$ :

$$
\begin{equation*}
p l(\theta ; x) \approx \exp \left(-\frac{\hat{\theta}(1-\hat{\theta})(\theta-\hat{\theta})^{2}}{2 n}\right) \tag{21}
\end{equation*}
$$

The contour function $p l(\theta ; x)$ and its Gaussian approximation are plotted in Figure 1 for $n=20$ and $x=10,15$. We can see that the Gaussian approximation is already good for small $n$, especially when the likelihood function is symmetric.

As $p l(\theta ; x)$ is unimodal and continuous, each level set $\Gamma_{x}(\omega)$ for $\omega \in[0,1]$ is a closed interval and $\operatorname{Bel}_{\Theta}(\cdot ; x)$ is a closed random interval [13].

Example 1. As a first example of a very simple problem, assume that we wish to assess the extent to which the data supports a hypothesis $H \subset[0,1]$. This may be achieved by computing the plausibility of that hypothesis:

$$
\begin{equation*}
P l_{\Theta}(H ; x)=\sup _{\theta \in H} p l(\theta ; x) \tag{22}
\end{equation*}
$$

For instance, assume that $H=\left[\theta_{0}, \theta_{1}\right]$. We have

$$
P l_{\Theta}\left(\left[\theta_{0}, \theta_{1}\right] ; x\right)= \begin{cases}p l\left(\theta_{1} ; x\right) & \text { if } \theta_{1}<\hat{\theta}  \tag{23}\\ 1 & \text { if } \theta_{0} \leq \hat{\theta} \leq \theta_{1} \\ p l\left(\theta_{0} ; x\right) & \text { if } \hat{\theta}<\theta_{0}\end{cases}
$$



Figure 2: Upper and lower cumulative distributions $P l_{\Theta}([0, \theta])$ and $B e l_{\Theta}([0, \theta])=1$ $P l_{\Theta}((\theta, 1])$ for $n=20$ and $x=10$.

Table 1: Data of Example 2.

| Treatment | S | F | Total |
| ---: | :---: | :---: | :---: |
| Ramipril | 834 | 170 | 1004 |
| Placebo | 760 | 222 | 982 |
| Total | 1594 | 392 | 1986 |

The upper and lower cumulative distributions $\operatorname{Pl}_{\Theta}([0, \theta])$ and $\operatorname{Bel}_{\Theta}([0, \theta])=$ $1-P l_{\Theta}((\theta, 1])$ for $n=20$ and $x=10$ are plotted in Figure 2.

Example 2. Let us now assume that we wish to compare two proportions. For instance, Table 1 shows data, reported in [42], from a clinical trial to investigate the efficacy of ramipril in enhancing survival after an acute myocardial infection. There were 1986 subjects, of which 1004 randomly chosen subjects were given ramipril, and the remaining 982 were given a placebo. Let $\theta_{1}$ and $\theta_{2}$ denote the survival probability in the ramipril and control group, respectively. We wish to compute the plausibility that the two probabilities are equal, i.e., $\operatorname{Pl}(H)$ with

$$
\begin{equation*}
H=\left\{\left(\theta_{1}, \theta_{2}\right) \in \Theta_{1} \times \Theta_{2} \mid \theta_{1}=\theta_{2}\right\} . \tag{24}
\end{equation*}
$$

Let $x$ and $y$ denote the number of survivals in each group; let $\Gamma_{x}$ and $\Gamma_{y}$ be the multi-valued mappings corresponding to $p l\left(\theta_{1} ; x\right)$ and $p l\left(\theta_{2} ; y\right)$ (Figure


Figure 3: Contour functions (normalized likelihoods) for the data of Example 2.
3). We have

$$
\begin{align*}
P l(H) & =P\left(\left\{\left(\omega_{1}, \omega_{2}\right) \in[0,1]^{2} \mid\left(\Gamma_{x}\left(\omega_{1}\right) \times \Gamma_{y}\left(\omega_{2}\right)\right) \cap H \neq \emptyset\right\}\right)  \tag{25a}\\
& =P\left(\left\{\left(\omega_{1}, \omega_{2}\right) \in[0,1]^{2} \mid \Gamma_{x}\left(\omega_{1}\right) \cap \Gamma_{y}\left(\omega_{2}\right) \neq \emptyset\right\}\right)  \tag{25b}\\
& =1-P\left(\left\{\left(\omega_{1}, \omega_{2}\right) \in[0,1]^{2} \mid \Gamma_{x}\left(\omega_{1}\right) \cap \Gamma_{y}\left(\omega_{2}\right)=\emptyset\right\}\right) . \tag{25c}
\end{align*}
$$

We can see that $\operatorname{Pl}(H)$ is equal to one minus the degree of conflict [37] between Bel ${ }_{x}$ and Bel $_{y}$. This quantity can easily be approximated by Monte Carlo simulation. Here, we find $P l(H) \approx 0.0227$.

## 3. Extension to low quality data

In the above framework, we have assumed, as usually done in statistics, that the data generation process is well defined and that its outcomes are perfectly observed. There are practical situations, however, where such assumptions are not realistic. Sometimes, we are interested in some parameter $\theta$ of a certain population, but we collect data from one or several populations that are only known to "resemble" the population of interest. For instance, we may have hospital admissions for different geographical regions that are close together. In such a situation, some of the data are only "partially relevant" to the problem at hand [45]. This situation will be studied in Subsection 3.1.

Another "non standard" situation that may arise in practice is that where the data are observed with some uncertainty. For instance, assume that $\theta$ is the proportion of patients with some disease in a population. Let
$X$ be a Bernoulli variable indicated if a patient randomly selected from the population has the disease. Sometimes, the value of $X$ cannot be determined with certainty. A physician may examine the patient and give, say, a degree plausibility $p l(1)$ that the patient has the disease, and a degree of plausibility $p l(0)$ that he/she does not have the disease. How can we extend the above inference framework to such uncertain data? This issue has been addressed in $[16,17,18]$, with emphasis on point estimation using en Expectation-Maximization (EM) algorithm. In Subsection 3.2, some previously introduced notions will be reexamined here from the viewpoint adopted in this paper.

### 3.1. Partially relevant data

Assume that we are interested in a parameter $\theta \in \Theta$ related to a certain population and we observe a random variable $X$ with probability density or mass function $f\left(x ; \theta^{\prime}\right)$, where $\theta^{\prime} \in \Theta$ is a parameter believed to be "close" to $\theta$, in some not necessarily well defined sense. Having observed $X=x$, our belief about $\theta^{\prime}$ is represented by the contour function

$$
\begin{equation*}
p l^{\prime}\left(\theta^{\prime} ; x\right)=\frac{L\left(\theta^{\prime} ; x\right)}{\sup _{\theta^{\prime}} L\left(\theta^{\prime} ; x\right)} \tag{26}
\end{equation*}
$$

What does $x$ tell us about $\theta$ ? Arguably, the contour function $p l(\theta ; x)$ representing the information on $\Theta$ provided by $x$ should be less committed than $p l^{\prime}\left(\theta^{\prime} ; x\right)$, i.e., we should have $p l(\cdot ; x) \geq p l^{\prime}(\cdot ; x)$. A solution to this problem is proposed in this section.

Assume that the statement " $\theta$ ' is close to $\theta$ " can be formalized as $d\left(\theta, \theta^{\prime}\right) \leq$ $\delta$, where $d$ is a dissimilarity measure defined on $\Theta$ and $\delta$ is a known constant. This piece of information can be modeled by a logical belief function with focal set $S_{\delta}=\left\{\left(\theta, \theta^{\prime}\right) \mid d\left(\theta, \theta^{\prime}\right) \leq \delta\right\} \subset \Theta^{2}$. Combining it with $p l^{\prime}\left(\theta^{\prime} ; x\right)$ using Dempster's rule yields a consonant belief function on $\Theta^{2}$, with contour function

$$
\begin{equation*}
p l\left(\theta, \theta^{\prime} ; x\right)=p l^{\prime}\left(\theta^{\prime} ; x\right) \mathbb{1}_{S_{\delta}}\left(\theta, \theta^{\prime}\right) \tag{27}
\end{equation*}
$$

Marginalizing out $\theta^{\prime}$ yields the following contour function for $\theta$ :

$$
\begin{equation*}
p l(\theta ; x)=\sup _{\theta^{\prime}} p l\left(\theta, \theta^{\prime} ; x\right)=\sup _{\theta^{\prime} \in B_{\delta}(\theta)} p l^{\prime}\left(\theta^{\prime} ; x\right) \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{\delta}(\theta)=\left\{\theta^{\prime} \in \Theta \mid d\left(\theta, \theta^{\prime}\right) \leq \delta\right\} \tag{29}
\end{equation*}
$$



Figure 4: Delated contour functions for the binomial distribution with $n=20$ and $x=15$.

It is obvious that $p l(\theta ; x)$ defined by (28) verifies $p l(\cdot ; x) \geq p l^{\prime}(\cdot ; x)$. Its focal sets are

$$
\begin{align*}
\Gamma_{x}(\omega) & =\{\theta \in \Theta \mid p l(\theta ; x) \geq \omega\}  \tag{30a}\\
& =\left\{\theta \in \Theta \mid \exists \theta^{\prime} \in \theta, d\left(\theta, \theta^{\prime}\right) \leq \delta \text { and } p l^{\prime}(\theta ; x) \geq \omega\right\}  \tag{30b}\\
& =\bigcup_{\theta^{\prime} \in \Gamma_{x}^{\prime}(\omega)} B_{\delta}\left(\theta^{\prime}\right) \tag{30c}
\end{align*}
$$

where $\Gamma_{x}^{\prime}(\omega)$ is the $\omega$-level cut of $p l^{\prime}(\cdot ; x)$. Each level set $\Gamma_{x}(\omega)$ of $p l(\cdot ; x)$ is thus obtained from the corresponding level set $\Gamma_{x}^{\prime}(\omega)$ of $p l^{\prime}(\cdot ; x)$ by a delation operation, as defined in mathematical morphology [36, 7].

Figure 4 shows "delated" contour functions for the binomial distribution with $n=20, x=15, d\left(\theta, \theta^{\prime}\right)=\left|\theta-\theta^{\prime}\right|$ and $\delta \in\{0,0.05,0.1\}$.

### 3.2. Uncertain data

We consider in this subsection the situation where the data $x$ have been generated by a random process but have been imperfectly observed, i.e., after the random experiment has taken place and a value $x$ has been generated, we gather evidence on $x$. Such evidence can be described by a belief function $B e l_{\mathbb{X}}$ on the sample space $\mathbb{X}$. To simplify exposition, and because the emphasis in this paper is on principles and not on technical aspects, we will assume $\mathbb{X}$ to be finite, so that $B e l_{\mathbb{X}}$ can be described by a mass function $m_{\mathbb{X}}$ on $\mathbb{X}$. All the notions introduced here can be extended to the continuous case, as was done in [17, 18].

It must be stressed that, given $x$, the uncertain data $m_{\mathbb{X}}$ is not assumed to be randomly generated, i.e., no repeatable mechanism for producing mass functions $m_{\mathbb{X}}$ with given frequencies is postulated in our model. This is in sharp contrast with other approaches based on random sets [34] or fuzzy random variables [23], in which a crisp or fuzzy set is assumed to be generated at random. In practice, $m_{\mathbb{X}}$ will usually be obtained from human experts or using indirect methods. A real-world application in the area of technical diagnosis where this formalism has been used has been described in [8].

Definition of the belief function on $\Theta$ induced by $m_{\mathbb{X}}$. As our approach is based on likelihoods, let us first extend the likelihood function to uncertain data $m_{\mathbb{X}}$. The likelihood of a hypothesis given data is usually defined as a quantity proportional to the probability of observing the data, given the hypothesis [22]. Here, the data are uncertain, i.e., we do not know exactly what has been observed. Let $\left(\Omega, 2^{\Omega}, P_{\Omega}, \Gamma\right)$ denote the finite random set ${ }^{3}$ inducing $m_{\mathbb{X}}$, where $\Omega$ is seen as a finite set of possible interpretations of the evidence about $x$. If interpretation $\omega$ holds, then the evidence tells us that $x \in \Gamma(\omega)$. The conditional probability of observing this event is

$$
\begin{equation*}
P_{\mathbb{X}}(\Gamma(\omega) ; \theta)=\sum_{x \in \Gamma(\omega)} f(x ; \theta) . \tag{31}
\end{equation*}
$$

Averaging over $\omega$ yields the mean probability:

$$
\begin{equation*}
P\left(m_{\mathbb{X}} ; \theta\right)=\sum_{\omega \in \Omega} P_{\Omega}(\{\omega\}) P_{\mathbb{X}}(\Gamma(\omega) ; \theta)=\sum_{A \subseteq \mathbb{X}} m_{\mathbb{X}}(A) P_{\mathbb{X}}(A ; \theta), \tag{32}
\end{equation*}
$$

which can be seen as the "probability of mass function $m_{\mathbb{X}}$ ", defined as the mean probability of its focal sets. The likelihood function given the uncertain observation $m_{\mathbb{X}}$ can then be defined as $L\left(\theta ; m_{\mathbb{X}}\right)=P\left(m_{\mathbb{X}} ; \theta\right)$ for all $\theta \in \Theta$. It is easy to show that $L\left(\theta ; m_{\mathbb{X}}\right)$ only depends on the contour

[^1]function $p l(x)$ associated to $m_{\mathbb{X}}$. To see this, we may write:
\[

$$
\begin{align*}
L\left(\theta ; m_{\mathbb{X}}\right) & =\sum_{A \subseteq \mathbb{X}} m_{\mathbb{X}}(A)\left(\sum_{x \in A} f(x ; \theta)\right)  \tag{33a}\\
& =\sum_{x \in \mathbb{X}} f(x ; \theta)\left(\sum_{\{A \subseteq \mathbb{X} \mid A \ni x\}} m_{\mathbb{X}}(A)\right)  \tag{33b}\\
& =\sum_{x \in \mathbb{X}} f(x ; \theta) p l(x)  \tag{33c}\\
& =\mathbb{E}_{\theta}[p l(X)] \tag{33d}
\end{align*}
$$
\]

When $m_{\mathbb{X}}$ is consonant, $p l_{\mathbb{X}}$ can be interpreted as a possibility distribution or, equivalently, as the membership function of the fuzzy set $F$ of values that may be taken by $x . L\left(\theta ; m_{\mathbb{X}}\right)$ is then the probability of that fuzzy set, according to Zadeh's definition for the probability of a fuzzy event [47, 17].

As a natural extension of (3), we propose to represent the information on $\theta$ provided by the uncertain data by the consonant plausibility function with the following contour function:

$$
\begin{equation*}
p l\left(\theta ; m_{\mathbb{X}}\right)=\frac{L\left(\theta ; m_{\mathbb{X}}\right)}{\sup _{\theta \in \Theta} L\left(\theta ; m_{\mathbb{X}}\right)} \tag{34}
\end{equation*}
$$

It is obvious that (34) is a proper generalization of (8), which is recovered when $m_{\mathbb{X}}$ is a logical mass function with focal set $\{x\}$.

In some applications, we need to find the most plausible value of $\theta$, given the uncertain data $m_{\mathbb{X}}[8,35]$. However, maximizing $p l\left(\theta ; m_{\mathbb{X}}\right)$ in (34) is often much more difficult than maximizing the likelihood $L(\theta ; x)$ given the complete data $x$. Actually, $m_{\mathbb{X}}$ can be seen as an incomplete specification of $x$, which suggests using a procedure similar to the EM algorithm [15] to find a value $\widehat{\theta}$ maximizing $p l\left(\theta ; m_{\mathbb{X}}\right)$. Such a procedure, called the Evidential Expectation Maximization ( $\mathrm{E}^{2} \mathrm{M}$ ) algorithm, has been introduced in $[9]$ and generalized in $[16,18]$.

Independence assumptions. Let us assume that the observable data are a random vector $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$, where each $X_{i}$ is a random variable taking values in $\mathbb{X}_{i}$. Similarly, its realization can be written as $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in$ $\mathbb{X}=\mathbb{X}_{1} \times \ldots \times \mathbb{X}_{n}$. Two different independence assumptions can then be made:

1. Under the stochastic independence of the random variables $X_{1}, \ldots, X_{n}$, the probability mass function $f(\mathbf{x} ; \theta)$ can be decomposed as:

$$
\begin{equation*}
f(\mathbf{x} ; \theta)=\prod_{i=1}^{n} f\left(x_{i} ; \theta\right), \tag{35}
\end{equation*}
$$

for all $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{X} ;$
2. Under the cognitive independence of $x_{1}, \ldots, x_{n}$ with respect to $m_{\mathbb{X}}$ (see [37, page 149]), we can write:

$$
\begin{equation*}
p l(\mathbf{x})=\prod_{i=1}^{n} p l_{i}\left(x_{i}\right) \tag{36}
\end{equation*}
$$

for all $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{X}$, where $p l_{i}$ is the contour function corresponding to the mass function $m_{\mathbb{X}_{i}}$ obtained by marginalizing $m_{\mathbb{X}}$ on $\mathbb{X}_{i}$.

We can remark here that the two assumptions above are totally unrelated as they are of different natures: stochastic independence of the random variables $X_{i}$ is an objective property of the random data generating process, whereas cognitive independence pertains to our state of knowledge about the unknown realization $\mathbf{x}$ of $\mathbf{X}$.

If both assumptions hold, the likelihood criterion (33c) can be written as a product of $n$ terms:

$$
\begin{equation*}
L\left(\theta ; m_{\mathbb{X}}\right)=\prod_{i=1}^{n} \mathbb{E}_{\theta}\left[p l_{i}\left(X_{i}\right)\right] \tag{37}
\end{equation*}
$$

and $p l\left(\theta ; m_{\mathbb{X}}\right)$ can be obtained as the normalized product of the contour functions $p l\left(\theta ; m_{\mathbb{X}_{i}}\right)$ :

$$
\begin{equation*}
p l\left(\theta ; m_{\mathbb{X}}\right)=\frac{\prod_{i=1}^{n} p l\left(\theta ; m_{\mathbb{X}_{i}}\right)}{\sup _{\theta \in \Theta} \prod_{i=1}^{n} p l\left(\theta ; m_{\mathbb{X}_{i}}\right)}, \tag{38}
\end{equation*}
$$

which generalizes (17).
Example 3. Assume that $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ is an iid random vector and each $X_{i}$ has a Bernoulli distribution with parameter $\theta$. Let pl $l_{i}(1)$ and $p l_{i}(0)$ denote, respectively, the plausibilities that $x_{i}=1$ and $x_{i}=0$. We have

$$
\begin{equation*}
\mathbb{E}_{\theta}\left[p l_{i}\left(X_{i}\right)\right]=\theta p l_{i}(1)+(1-\theta) p l_{i}(0) \tag{39}
\end{equation*}
$$



Figure 5: Contour functions for the Bernoulli distribution with uncertain data.
and, assuming that (36) holds:

$$
\begin{equation*}
p l\left(\theta ; m_{\mathbb{X}}\right)=\frac{\prod_{i=1}^{n}\left[\theta p l_{i}(1)+(1-\theta) p l_{i}(0)\right]}{\sup _{\theta \in \Theta} \prod_{i=1}^{n}\left[\theta p l_{i}(1)+(1-\theta) p l_{i}(0)\right]} . \tag{40}
\end{equation*}
$$

Figure 5 shows the contour functions for $n=20, p l_{i}(1)=1, p l_{i}(0)=r$ for $i=1, \ldots, 10$, and $p l_{i}(1)=r, p l_{i}(0)=1$ for $i=11, \ldots, 20$. Clearly, there is no data uncertainty when $r=0$, in which case we recover the usual contour function with $\hat{\theta}=0.5$. The uncertainty increases as $r \rightarrow 1$. In the limit case where $r=1$, the belief function $\operatorname{Bel}_{\Theta}\left(\cdot ; m_{\mathbb{X}}\right)$ becomes vacuous.

Remark 1. It is interesting to see how the problem considered in this section can be treated in the Bayesian framework. The posterior probability distribution of $\theta$ given $m_{\mathbb{X}}$ can be written as

$$
\begin{equation*}
f\left(\theta \mid m_{\mathbb{X}}\right)=\sum_{\omega \in \Omega} f\left(\theta \mid \omega, m_{\mathbb{X}}\right) p\left(\omega \mid m_{\mathbb{X}}\right) \tag{41}
\end{equation*}
$$

Now, $f\left(\theta \mid \omega, m_{\mathbb{X}}\right)=f(\theta \mid \Gamma(\omega))$ and $p\left(\omega \mid m_{\mathbb{X}}\right)=m_{\mathbb{X}}(\Gamma(\omega))$. Hence, we have

$$
\begin{equation*}
f\left(\theta \mid m_{\mathbb{X}}\right)=\sum_{A \subseteq \mathbb{X}} f(\theta \mid A) m_{\mathbb{X}}(A)=\pi(\theta) \sum_{A \subseteq \mathbb{X}} \frac{P_{\mathbb{X}}(A \mid \theta)}{P_{\mathbb{X}}(A)} m_{\mathbb{X}}(A), \tag{42}
\end{equation*}
$$

with $P_{\mathbb{X}}(A)=\int P_{\mathbb{X}}(A \mid \theta) \pi(\theta) d \theta$. By comparing Equations (42) and (32), it is clear that $f\left(\theta \mid m_{\mathbb{X}}\right)$ and $p l\left(\theta \mid m_{\mathbb{X}}\right)$ are not proportional, in general, even when the prior distribution $\pi$ is uniform. Hence, the belief function and

Bayesian frameworks may lead to different inferences about $\theta$. The main difference between the two approaches is, of course, that the belief function does not require the specification of a prior probability distribution on $\theta$.

## 4. Conclusions

In the classical view of likelihood-based inference, the likelihood function is defined up to a multiplicative constant, and the likelihood of a hypothesis is meaningless: only the likelihood ratios have meaning. Furthermore, the likelihood of a compound hypothesis, defined as the disjunction of several simple hypotheses, is generally considered to be undefined, because a compound hypothesis does not specify numerically the probability of the observations. As noted by Sprott [42, page 13], "The fact that a likelihood of a disjunction of exclusive alternatives cannot be determined from the likelihoods of the individual values gives rise to the principal difficulty in using likelihoods for inference".

The method for transforming the likelihood function into a consonant belief function, introduced by Shafer [37] and revisited in this paper, resolves this difficulty. In this paper, we have provided some new arguments in support of this approach, by showing that it can be derived from three basic principles: the likelihood principle, compatibility with Bayesian inference, and the least commitment principle. We have also shown that this method can be easily generalized to handle data that are only partially relevant to the population of interest, or that have been acquired through an imperfect observation process. Although the method has been demonstrated here using the simplest binomial model, it has been successfully applied to more complex models such as Gaussian mixture models [9, 18], independent factor analysis [8] and hidden Markov models [35].

One of the main advantages of expressing statistical evidence in the belief function framework is the possibility to combine it with expert opinions expressed in the same language. An example of such combination for quantifying the uncertainty of sea level rise due to climate change has been presented in $[4,5]$, and further work along this line is under way.
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[^0]:    ${ }^{1}$ The fundamental notions of Dempster-Shafer theory will be assumed to be known throughout this paper. The reader is referred to Shafer's monograph [37] for a thorough

[^1]:    ${ }^{3}$ This random set represents evidence about $x$ and is assumed to depend on $x$ alone, i.e., it is not conditioned by other additional information depending of $\theta$.

