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1 Algorithm explanations

The objectif function of CECM is the following :
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We consider n objects. The mass m;; represents the degree of belief that the object x; belong the subset Ay, d;x is
the distance between x; and wg, p is the distance of all the objects to the empty set, pl;«;(6) is the plausibility that

the objects x; and x; are in the same class and pl;;(6) is the plausibility that the two objects are in a different class.
Theoretical explanations can be found in [1, 2].

Note that in the script CECM, the two terms are normalized : Jgcay = ﬁJECM and Jo, = W‘JC' The
algorithm is the following :

1. Initialization : centroids are first calculated randomly or by using the FCM algorithm, then masses are computed
using an iteration of the ECM algorithm with an euclidean distance.

2. Compute the masses with the respect of the constraints thanks to the solgp algorithm [3].
3. Compute the centroids.
4. If a mahalanobis distance is selected, compute the distances.

5. Return to 2 until the centroids are stabilized

2 Using CECM script

The CECM script is a function. It is composed of three files : CECM.m, setCentersECM.m and setDistances.m.
An extra file addNewConstraints.m is provided and enables users to introduce constraints by selecting randomly pairs
of objects. Finally iris.m is a script to show how to use the CECM function.

The input arguments of this function are :
e X : an input matrix of n X p, where p is the number of attributes
e K : the number of desired clusters

e matConst : a matrix n X n containing constraints : a Must-link constraint is represented by a 1 value and a
Cannot-Link contraints by a -1 value. 0 values correspond to no constraints. The matrix is transformed in the
algorithm in order to be symetric.

e Optional :

— option.init :
e 0 : random initialization of the center (it is the default value)
e 1 : initialization of the center with FCM.
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— option.alpha : exponent « allowing to control the degree of penalization for the subsets with high cardinality.
cf equation 1. a = 1 by default.

— option.rho2 : squared distance p? of all objects to the empty set. p? = 100 by default.

— option.bal : tradeoff between the objectif function Je.,, and the constraints :
Jeeem = (1 — bal)JJgen + balJo, where bal € [0,1]. Default value is 0.5.

— parameters.distance :

e 0 : Euclidean distance (default value).
e 1 : Mahalanobis distance. The mahalanobis distance set a covariance matrix for each cluster.

option is a matlab structure and can be declared like this : option = struct(’init’,0,’alpha’;1,’rho2’,1000,’gamma’,1,’eta’,1);

The output arguments of the CECM function are :
e m : the masses function
e g : the centroids
e BetP : the pignistic probability

e J : the objective function
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